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ABSTRACT 

In the past, liquid rocket engines (LRE) have experienced high-frequency 

combustion instability, which impose an acoustic field in the combustion chamber.  The 

acoustic field interacts with the fluid jets issuing from the injectors, thus altering the 

behavior of the jet compared to that of stable operation of the LRE.  It is possible that this 

interaction could be a substantial feed back mechanism driving the combustion 

instability.  In order to understand the problem of combustion instability, it is necessary 

to understand the interaction of the jet with the acoustic waves.  From past combustion 

instability studies of the liquid oxygen and hydrogen propellant combination in a shear-

coaxial injector configuration, a design guideline of outer-to-inner jet velocity ratio 

greater than about ten was proposed in order to avoid high-frequency acoustic 

combustion instability problems.  However, no satisfactory physical explanation was 

provided. To promote this understanding, a cold-flow experimental investigation of a 

shear-coaxial jet interacting with a high-amplitude non-linear acoustic field was 

undertaken under chamber pressures extending into the supercritical regime.  Liquid 

nitrogen (LN2) flowed from the inner tube of a coaxial injector while gaseous nitrogen 

(GN2) issued from its annular region.  The injector fluids were directed into a chamber 

pressurized with gaseous nitrogen.  The acoustic excitation was provided by an external 

driver capable of delivering acoustic field amplitudes up to 165 dB.  The resonant modes 

of the chamber governed the two frequencies studied here, with the first two modes being 

about 3 and 5.2 kHz.  High-speed images of the jet were taken with a Phantom CMOS 

camera.  The so-called “dark core” of the jet is among the most salient features in the 
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acquired images, and therefore, was defined and measured.  The core length was found to 

decrease with increasing velocity and momentum flux ratio.  Because of the ability of the 

camera to capture thousands of images and an automated routine to measure the dark core 

of the jet, meaningful statistics and time histories of the core length were determined.  

The root mean square (RMS) fluctuation of the dark-core length decreases and 

approaches a low constant value as the velocity ratio of the jet increases.  The RMS of the 

dark core length, in some fashion is related to variations in mixture ratio within the 

combustion chamber.  By decreasing this variation, at high velocity ratios under cold-

flow conditions, this may lead to a physical explanation of the observed stable behavior 

of the LRE at high velocity ratios.  The decreased RMS fluctuations at high velocity 

ratios reduce mixture ratio variations, which in turn leads to a more uniform heat release 

zone in the chamber, thus possibly weakening a key feed back mechanism to drive the 

combustion instability.  Comparisons of the dark core length measured here to those 

reported by others for both single-phase coaxial jets (i.e. gas-gas or liquid-liquid) and 

two-phase coaxial jets (i.e. water-air or LN2-GN2) establish two regimes on the 

dependence of this length to the outer-to-inner jet momentum flux ratio (M).  The core 

length of single-phase jets quantitatively agrees with the dark-core length and its M-

dependence measured in our studies under supercritical conditions.  However, under 

subcritical conditions the dark core tends to be much longer and depends more weakly on 

M than when under supercritical conditions.  At M <1 the two regimes meet and approach 

the values reported for single round turbulent jets (at the limit of M = 0).  However, at 

higher values of M, divergence between the two regimes is observed. 
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Chapter 1 
 

Introduction 

1.1 Motivation  

Combustion instability in liquid rocket engines was the problem in mind at the 

onset of this study, and the motivation starts there.  Culick and Yang [1] indicated that 

combustion instability has plagued almost all liquid rocket engine programs since the late 

1930’s.  Three types of combustion instabilities have been identified based on the 

frequencies involved. Low frequency instability (chugging) corresponds to when the 

wavelength is much longer than the characteristic dimension of the chamber and the feed 

system.  Generally, chugging frequencies are less than a few hundred Hz.  High 

frequency instability (screaming) is the second type, which is also referred to as acoustic 

instability, due to the closeness of the measured pressure oscillation frequencies to the 

computed acoustic resonance modes of the thrust chamber.  High-frequency combustion 

instability is the most destructive type, and generally agreed that it is not influenced by 

the propellant feed system of the rocket engine.  An intermediate frequency (buzz) 

consists of the lumping of the instabilities that do not fall into either chugging or 

screaming categories, see Harrje and Reardon [2]. 

With acoustic instabilities being the most destructive [2], they pose the greatest 

risk to preventing the development of a new engine, or may lead to a loss of vehicle and 

payload, or worse, to a loss of human life.  A great deal of research primarily in the 
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1950’s and 1960’s during the space race [2] was undertaken attempting to gain 

fundamental understanding of combustion instability. This was later somewhat 

revitalized briefly in the 1990’s [1].  Now, in part, enhancing our fundamental 

understanding is under consideration again.  A large portion of the initial combustion 

instability research often involved a trial and error approach to the design of a new 

injector or a new combustion chamber.  Many times, design and development of a new 

large-scale LRE starts with subscale models that proves to be stable, but an acoustic 

instability appears when a full-scale testing of this new LRE begins for flight verification.  

Historically, in these situations, the solution to the problem often has been to eliminate 

instability with baffles and Helmholtz resonators or modify the injectors (or both). 

Consequently, the modifications make the combustion chamber more complex, and add 

cost, time delays, and most importantly, additional mass to the vehicle.  Despite these 

previous efforts, the fact of the matter is that a fundamental understanding of high-

frequency combustion instability does not exist even today. The impediments to a full 

understanding of combustion instability in a rocket engine are due, in part, to the complex 

nature of the system itself, and mainly to a lack of fundamental understanding of the sub-

processes such as liquid atomization, combustion, and their couplings with the acoustic 

waves.   

Considering that the experiments in this study are done in a non-reacting 

environment, it would be an unjustifiable statement to claim, as an objective of this study,  

a quest for a full understanding of combustion instability.  However, fundamental 

understanding about the sub-process associated with combustion instability may be 

gained.  Hulka and Hutt [3] compiled an extensive review of combustion instability data 
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for liquid rocket engines using liquid oxygen (LOX) / hydrogen (H2) propellants.  

Because of the complex nature of combustion instability, the development of liquid 

rocket engines has focused and emphasized mapping of the stability margins of the 

engine, instead of understanding of the fundamental cause of the combustion instability.  

General observations about the stability regions of LOX / H2 rocket engines indicates that 

higher hydrogen temperature, velocity ratios (outer-to-inner or H2-to-LOX), and 

momentum ratios (outer-to-inner) had a stabilizing effect.  Because of the complex nature 

of a rocket engine, exceptions were found, but for the majority of the data, velocity ratios 

greater than about 10 proved to produce stable engines.  One method for determining the 

stability margin of an engine is the so-called “temperature ramping” method.  The 

temperature ramping method consists of lowering the hydrogen temperature feeding the 

engine at a constant hydrogen flow rate until a combustion instability event is initiated.  

Hulka and Hutt [3] point out that during the J-2 engine development, when the 

temperature was ramped down to somewhere between 28 and 42 K, combustion 

instabilities were observed even for high velocity ratios.  The critical temperature of 

hydrogen is 33.2 K (DCAPII [4]), which is near the middle of this range. Note that in this 

range, small (~5K) changes in temperature produce large changes in density (factor of 2 

to 3).  It was not always clear where, with respect to the injector, the hydrogen 

temperature was measured. However, it is certain that it was not at the exit-plane of the 

injector.  Physical mechanisms have been proposed on how temperature ramping causes 

combustion instability, but all have limited ranges of applicability (see Hulka and Hutt 

[3]). 
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Liquid rocket engines, burning cryogenic propellants of liquid oxygen (LOX) / 

hydrogen (H2), often use shear-coaxial injectors.  Examples are the designs presently 

employed in the Space Shuttle Main Engine (SSME) or the Ariane 5 Vulcain engine 

(Vingert et al. [5]), and the RL-10 and J-2 engines from the late 1950’s (Hulka and 

Hutt [3]).  One method for eliminating acoustic instability in liquid rocket engines is to 

modify the spray combustion field, which is usually achieved through modifications to 

the injector design (see Harrje and Reardon [2]).  One such modification to the Ariane 5 

Vulcain reported by Vingert et al. [5], increased the mean droplet diameter size and 

improved the stability of the engine  Changes to the injector design ultimately influence 

the mixing characteristics of the propellant streams in the thrust chamber.   

The fundamental physics of the breakup of a liquid jet and its subsequent mixing 

with other fluids have been studied since Rayleigh’s study in 1878 [6].  Significant 

progress has been made since then, and as a result the scientific community is 

approaching a fundamental understanding of fluid jet break up and atomization processes, 

see for example Lefebvre [7].  However, Eroglu et al. [8] make it clear that a full 

understanding is not yet reached. 

Interestingly enough, the majority of non-reacting flow studies related to 

propulsion applications were performed at low pressure, even though many liquid rocket 

engines are operated at pressures well above the critical pressures of the propellants or 

the major products of combustion, with the exception of water.  Figure 1.1 shows the 

critical pressures and temperatures for possible chemical species of interest to 

combustion systems.  Superimposed on the plot is the chamber pressure and fuel inlet 

temperature of several liquid oxygen/hydrogen rocket engines, the regime of liquid 
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oxygen/kerosene engines, and the current and proposed operating regime of jet engines.  

What is important to note in Fig. 1.1 is that many rockets and future jet engines are at 

supercritical pressures with respect to the propellants. Despite this observation, much less 

work has been done regarding mixing and atomization processes at elevated pressures as 

compared to atmospheric pressure. 
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1.2 Objectives 

Because of the observations of Hulk and Hutt [3] regarding the relationship of the 

hydrogen temperature (during the ramping exercise) and velocity ratio to combustion 

stability, several questions were pondered.  Why does temperature ramping cause an 

onset of combustion instability?  Why are engines more stable at high velocity ratios?  

How does the shear-coaxial jet behave during combustion instability?  Does the 

nearcritical conditions of the hydrogen account for temperature ramping observations?  

Clearly the complex nature of combustion instability is far too large of a problem to 

answer in one dissertation.  But perhaps, something can be learned from a cold-flow 

study of a shear-coaxial jet, in which similar conditions to those in liquid rocket engines 

during a combustion instability event are created. This could provide an opportunity to 

understand how the character of the jet may change during such an event.  Therefore, the 

objectives of this study are: 

1. To eliminate ambiguity in the real exit-plane temperature conditions 

making accurate temperature measurements at the injector exit-plane to 

determine initial conditions of the jet with high precision. 

2. Determine if any one of the dynamic behaviors of the shear-coaxial jet 

could be a potential trigger for combustion instability, which would also 

be consistent with the observed stability impact of the velocity ratio. 

3. Determine how the jet may behave during a combustion instability event, 

by driving the jet with externally-imposed high-amplitude transverse 

acoustic waves. 
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4. Assess the impact of the velocity and momentum flux ratios on the core of 

the shear-coaxial jet (physically related to mixing) both with and without 

the presence of acoustic waves. 

One may expect to find a hypothesis statement to come at this point.  However, at 

the onset of the study because of the complex nature of the problem, the outcome was 

quite unpredictable.  Nevertheless, past efforts have shown that the core of the jet is an 

important component defining the character of the jet and could potentially be related to 

combustion instability.  Therefore, special emphasis is put on the behavior of the core of 

a shear-coaxial jet. 

1.3 Method of Approach 

The approach is then to create a shear-coaxial jet in a chamber with pressures 

spanning subcritical to supercritical.  Using only a single chemical species, nitrogen, to 

remove any ambiguity about the conditions being subcritical or supercritical associated 

with the composition dependence on mixture critical properties.  Make accurate 

temperature measurements so the initial conditions of the jet are well known.  Adjust the 

temperature of the outer-jet to two nominal temperatures to simulate temperature ramping 

effects while maintaining independent control over velocity ratio.  One temperature is 

selected to be in a region where small changes in temperature produce only small changes 

in density, and the other temperature where small changes could produce large changes in 

density.  At these conditions, study the behavior of the jet both with and without acoustic 

forcing to simulate the effect of what might happen during transverse combustion 
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instability.  Assess the behavior and mixing characteristics of the jet by taking images at 

framing rates fast enough to capture the dynamic behavior of the jet.  From the images 

establish a repeatable method for determination of the effects of mixing in a consistent 

and repeatable fashion.  One assessment for mixing of coaxial jets in the past has been 

core length.  This parameter may also be of use to injector designers.  Therefore, the 

assessment of mixing will be core length of the jet. 

Chapter 2 presents a review of relevant literature.  In particular, the review 

focuses on the core length measurements obtained by other researchers.  However, 

relevant concepts concerning supercritical jets are also reviewed.  Additionally, 

information concerning past studies involving the interaction of high-amplitude acoustic 

waves and jet flows are also presented. 

The equipment used to perform the experiments in this work is presented in 

Chapter 3.  A concise description of the experiment is presented first, then followed by 

details about the specific equipment used.  A complete experimental procedure is 

contained in Appendix A. 

Chapter 4 presents the experimental results and discussion.  Chapter 4 is broken 

into several sections, but three sections contain the bulk of the information.  Section 4.3 

discusses general observations from the visualizations of the jet.  Section 4.4 presents the 

characterization of the interaction mechanism of the acoustic wave and the jet.  Finally, 

the discussion on the dark-core of the jet is placed in section 4.4. 

Finally, the conclusions and recommendations for extensions to the study are 

presented in Chapter 5. 



 

 

Chapter 2 
 

Literature Review 

2.1 Thermodynamics of High-Pressure Systems 

Considering a broader pool of readers, beyond that of the propulsion community, 

a brief review and discussion of high-pressure thermodynamics is presented first.  The 

intent of this section is not to produce a comprehensive review of the literature on 

supercritical flows and applications, but rather present the relevant concepts which may 

be unfamiliar to those working outside the propulsion community.   

Typically, fluids are divided into two classes, gases (or vapors) and liquids.  

However, in the supercritical regime a clear distinction between liquid and gas cannot be 

drawn.  Moran and Shapiro [9] define the critical temperature (Tc) of a pure chemical 

substance as a temperature above which vapor and liquid phases cannot simultaneously 

co-exist in equilibrium.  The pressure at the critical point is called the critical pressure 

(Pc).  Figure 2.1 shows a phase diagram for a pure fluid, including a saturation curve in 

T-P space.  The critical point is the terminal point of the saturation curve.  According to 

Smith et al. [10], pure fluids at conditions of T < Tc and P greater than the saturation 

pressure (Psat) are referred to as liquids, if P < Psat then the fluid is referred to as a gas (or 

a vapor if T < Tc , also).  The dashed and dotted lines on Fig. 2.1 do not represent 

physical phase boundaries, but rather identify different regions, as a result of semantics 

associated with the words liquid and gas [10].  For pure fluids, several anomalies occur 
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with the physical properties of the fluid as the critical point is approached.  For example, 

the heat capacity diverges and becomes theoretically infinite.  Additionally, the latent 

heat of vaporization and surface tension become zero.  However, this subject becomes 

more complicated when multiple chemical species are added to the system as is the case 

in a reacting system. 
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The critical point of a mixture of two or more pure species is expanded to critical 

lines or surfaces depending on the number of species in the mixture, and is called the 

critical locus.  Multi-component fluid systems have phase diagrams that fall into one of 

the six fundamental types, first classified by van Konynenburg and Scott [11] with 

critical loci of phases other than vapor-liquid equilibrium critical phases (such as liquid-

liquid).  The vapor-liquid critical locus is the most relevant to liquid rocket engines, but 

the propellant combination may exhibit other types of phase behavior other than the 

simple vapor-liquid co-existence curve. 

The critical locus of the mixture depends on the composition of the mixture.  The 

critical pressure of a mixture can exceed many times the critical pressure of any 

component in the mixture. In the case of H2 – O2 system, because of the reactive nature 

of the system, mixture critical point measurements are not easily attainable.  However, N2 

is similar in thermodynamic behavior to that of O2 and it is often used as a simulant.  

Mixture critical properties were measured for the N2 – H2 system by Street and 

Calado [12] and are shown in Fig. 2.2.  Figure 2.2 (a) and (b) show the variation in 

mixture critical pressure and temperature with composition, respectively.  Figure 2.2 (c) 

is a phase diagram for the N2 – H2 system, with the supercritical regime indicated by the 

red arrows.  Although the liquid – liquid equilibrium (LLE) or vapor – liquid – liquid 

(VLLE) data are not available at the lower temperatures for this system, the phase 

diagram most likely exhibits Type III critical locus behavior (as classified by van 

Konynenburg and Scott [11]), due to the sharp divergence in the critical pressure with 

increasing composition (see Fig. 2.2(a)).  For reference, the critical pressures and 

temperatures for pure N2 and H2 are 3.4 MPa, 126.2 K and 1.313 MPa, 33.19 K, 
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respectively (DCAPII [4]).  The maximum measured critical pressure in the H2 – N2 

system is 58 MPa (~8400 psi), which is 17 times greater than the critical pressure of pure 

N2. 

In general, the composition in a combustion device varies both spatially and 

temporally.  Therefore, the critical pressure and temperature of the mixture are functions 

of space and time, and are not fixed quantities as is the case for a pure fluid.  It can then 

be expected that in a high-pressure combustion environment, especially near the injector 

exit-plane region where the temperature may be relatively low, the fluids could have 

regions which are subcritical.  Additionally, if one of the products of combustion is 

water, with a critical pressure of 22.06 MPa [4] then the equilibrium two-phase region is 

likely to be expanded.  As the water is transported away from the flame (especially in the 

direction of the lower temperatures) it is possible that more two-phase regions are created 

in the flow of the mixture. 

The importance of the discussion in the last paragraph is that surface (or 

interfacial) tension may not be zero, and this can play a role in the mixing and 

atomization processes.  For example, Zuo and Stenby [13] used a modified form of the 

Soave Redlich Kwong equation of state along with the assumption of a linear density 

gradient through the interface to compute non-zero interfacial tensions up to 60 MPa for 

the N2 – n-octane system, well above the critical pressure for either pure species in the 

mixture (Pc of N2 =3.4 MPa, Pc of n-octane = 2.49 MPa [4]).  The computed results 

agreed fairly well with the experimental measurements of Gielessen and Schmatz [15] 

over the same range.  A much more detailed computation of surface tension using  
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molecular dynamics was done by Lee [16] for the O2 – He system up to 8 MPa (Pc of O2 

= 5.043 MPa, Pc of He = 0.2275 MPa [4]).  Lee [16] demonstrated good agreement 

between the simulation and experimental results of Vieille [17] over the pressure range 

tested. 

Caution should be exercised when referring to supercritical region to avoid 

ambiguity, and to ensure that some of the relevant physics are not neglected in the 

problem of interest.  The supercritical system can be defined as the impossibility of two 

phases being simultaneously present as defined by Harstad and Bellan [18].  However, 

the impossibility of two phases existing when the system is at conditions greater than Tc 

or Pc is only true for systems consisting of a single pure substance.  For a mixture it is not 

necessarily true as indicated by Fig. 2.2.  Specifically, for N2 – H2 system the temperature 

and pressure of the system must be greater than Tc and Pc of N2 to ensure that the system 

is at a supercritical condition by relying on only the critical properties of one of the 

components in the mixture, see Fig. 2.2.  If the temperature of the system is less than that 

of the Tc of N2 and the pressure is greater than Pc of N2 the possibility of the coexistence 

of two equilibrium phases exists, depending on the specific values of the temperature of 

the system and the composition. 

In some liquid rocket engines, gas-turbines, and diesel engines the fuel and/or 

oxidizer in the injector may be at a pressure greater than the critical pressure and a 

temperature below the critical temperature, and is introduced into a combustion chamber 

that is also at a supercritical pressure, but at a temperature supercritical with respect to the 

propellants.  For instance, Woodward and Talley [19] call this “transcritical” injection. 

For a single chemical species undergoing a transcritical injection process the 
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impossibility of crossing a phase boundary is true.  However, for a multiple chemical 

species system the potential for portions of the flow in different locations to be both 

subcritical and supercritical at the same time exists. 

2.2 Experiments in Supercritical Cold-Flow Jets and Sprays 

While much can be learned from the study of droplets under supercritical 

conditions, a thorough review is beyond the scope of this work and will not be discussed 

in great detail here.  Extensive reviews on the subject of supercritical droplets have been 

done in the past by Givler and Abraham [20], Yang [21], and Bellan [22], to name a few.  

The review articles of Yang [21] and Bellan [22] do not restrict themselves to droplets 

only, but include other relevant flows for propulsion applications such as jets and sprays.  

In particular, both address difficulties associated with modeling supercritical flows. 

One of the earlier jet studies under nearcritical conditions was done by Newman 

and Brzustowski [23].  A single round jet of liquid carbon dioxide (CO2) at 295 K was 

injected into a gaseous N2 environment under (chamber) pressures around the critical 

pressure of CO2 (Pc =7.383 MPa, Tc = 304.2 K).  Shadowgraph images of the jet were 

taken with a 0.5 μs strobe flash at three chamber pressures of 6.21, 7.58, and 8.96 MPa 

and a variety of chamber far-field temperatures spanning sub- to supercritical values, 

with respect to the pure CO2.  The results of the photographic study under isothermal 

conditions indicated that the atomization of the jet near the critical pressure of the pure 

CO2 was similar to previous observations at high, but well below the critical pressure.  

Therefore, they concluded that in an isothermal system, the fact that the chamber pressure 
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was near or greater than the critical pressure of pure CO2 is of no consequence for the 

atomization, and is only related to the fluid dynamic processes.  The composition of the 

chamber fluid was found to have an effect on droplet size distribution (qualitatively 

determined).  Their results indicated that increased concentration of CO2 in the gas 

resulted in the formation of larger droplet sizes at a given axial distance from the injector.  

This was attributed to processes associated with evaporation.  Under conditions of higher 

chamber temperatures, the atomization of the jet is controlled by the decreased surface 

tension associated with heat transfer to the jet [23].  Finally, they concluded that at low 

evaporation rates and at velocities that produce small (qualitative) droplet sizes, the jet 

can be characterized as a single-phase variable-density turbulent jet, spanning sub- to 

supercritical chamber pressures (with respect to the CO2).  A discussion about the effect 

of the mixture critical properties of the N2 – CO2 system was not presented.  It is possible 

(and is most likely) that the system, although reported supercritical, was in fact 

subcritical in nature.  Additionally, axial velocity measurements of the jet were made 

from high-speed film movies.  It is unclear from the report as to how these measurements 

were made, but perhaps by tracking structures in the movie. 

Woodward and Talley [19] produced cryogenic nitrogen jets under subcritical and 

supercritical conditions injected into gaseous nitrogen (N2) and N2 and helium (He) 

mixture.  The injector was a long (Lpost / D ~ 300) tube with a diameter of 0.25 mm. 

Chamber temperatures ranged from 280 to 310 K and injection temperatures were 

between 88 and 115 K.  Back-lit and Raman scattering images of the jet were made.  

From the shadowgraph results at subcritical injection temperatures and supercritical 

pressures (transcritical) for N2-into-N2 injection (i.e., a single component system), 
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droplets were not present.  However, once even a small amount of He gas was introduced 

into the chamber, the jet underwent the classical break-up mechanism as a result of 

presence of surface tension. These observations are consistent with the discussion of the 

thermodynamics of critical phenomena of single component and multi-component 

mixtures given above.  If a single component system is at a pressure greater than the 

critical pressure, but at a subcritical temperature, then as the temperature is increased at 

relatively constant pressure (as is the case in this type of flow) then the fluid does not 

pass through the two phase region (see Fig. 2.1).  Consequently, without passing through 

the two phase region, a surface tension cannot exist.  However, as shown in Fig. 2.2(c) 

phase boundaries can be crossed for a transcritical injection process of a multi-component 

system.  Recall, that a transcritical injection process is when the pressure is greater than 

the critical pressure of both of the chemical species, and the initial temperature is less 

than the critical temperature of one of the species at injection.  After injection, the fluids 

are subsequently heated to a supercritical temperature. 

Chehroudi and co-workers [24-37] extended the preliminary laminar-jet work of 

Woodward and Talley [19] at the Air Force Research Laboratory (AFRL) to higher 

Reynolds numbers and turbulent jets of interest to practical applications in propulsion 

systems.  The single round-jet studies by Chehroudi et al. [24-30] were produced from 

two different injectors made from 50 mm long sharp-edged tubes with the inner 

diameters (D1) of 0.254 mm and 0.508 mm, (Lpost /D1 of 200 and 100, respectively).  Pure 

N2 and O2 were injected separately into N2, He, Ar, and mixtures of CO and N2.  The 

single round jets were studied with shadowgraphs and Raman imaging.  It was 

determined that the initial growth rate (initial spreading angle) of a supercritical jet was 
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different from that of a subcritical jet.  Furthermore, they quantitatively proved for the 

first time that the initial growth rate of a supercritical jet behaved similar to a variable-

density gas jet [27].  From this observation, a phenomenological model of the initial 

growth rate based upon time scale arguments was proposed that agreed well with the 

results acquired under sub- and supercritical conditions [28].  It is also important to note 

that Chehroudi et al. [28] showed that the growth rate measured from shadowgraphs was 

about twice as large as the growth rate of the jet measured from Raman imaging of the 

jet, based on the full-width at half-maximum (FWHM) jet thickness (diameter) values.  

The fractal dimension of the initial region of the jet under sub- and supercritical 

conditions was also measured by Chehroudi et al. [25, 28, and 30] and compared to liquid 

and gas jets in a similar fashion to that of the growth rate.  A transition of the fractal 

dimension from values associated with a liquid jet under subcritical conditions to values 

associated with those of a gas jet under supercritical critical conditions was observed. 

Similar research work to that of Chehroudi et al. has been undertaken at 

Deutsches Zentrum für Luft und Raumfahrt (DLR).  Recently, a joint article by 

Chehroudi and co-workers at AFRL and Oschwald and co-workers at DLR summarized 

the work performed at both laboratories, see Oschwald et al. [37].  Independent 

confirmation of the results published by Chehroudi and his colleagues was shown in this 

article.  Both laboratories had difficulties making Raman scattering measurements at 

subcritical conditions, and reported that under supercritical conditions, Raman scattering 

information was more useful.  Correspondence between the spreading rates from 

shadowgraph and Raman scattering images using twice the FWHM rule might not be 

universally true at all axial locations from the injector exit-plane [37, 38].  This was 
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found to be especially true for single round jets under supercritical conditions 

approaching self-similar profiles at about 10 diameters downstream from the injector exit.  

Oschwald and Micci [38] have shown that the spreading rate from the shadowgraph 

images is approximately twice the spreading rate from the Raman images using FWHM 

for 15 < x/D < 32 in the DLR experimental setup.  Oschwald and Schik [39], using 

Raman scattering demonstrated the effects of the initial temperature of the jet, 

considering whether it was initially below or above the “pseudo-boiling” temperature 

(this temperature is also called the transposed critical temperature in other supercritical 

literature).  The pseudo-boiling temperature is an extrapolation of the saturation curve in 

T-P space based upon the temperature at which a maximum in the heat capacity exists for 

a given pressure greater than the critical pressure.  They reported that the temperature of 

the jet, measured along its centerline, remained roughly constant many diameters 

downstream if the initial temperature was below the pseudo-boiling temperature.  

However, if the initial temperature was greater than the pseudo boiling temperature, the 

jet temperature decreased from the injector exit-plane. 

Zong et al. [40] and Zong [41] performed a large-eddy simulation of the 

supercritical cryogenic nitrogen jet studied experimentally by Chehroudi et al. [27-28].  

Real fluid transport properties and thermodynamic properties were used in the model, and 

the subgrid scales were addressed using modified Smagorinsky models extended for 

compressible flow.  The simulations produced good quantitative agreement with the 

experimentally-measured visual spreading angle of the jet to within 5%.  The dynamics 

of the jet were largely governed by the local thermodynamic state of the fluid [40].  

Classification of the supercritical jet could be broken into three regimes: potential-core, 
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transition regime, and a variable-density gas jet downstream.  Therefore, Zong [41] notes 

simulating the entire jet as an incompressible variable-density jet could produce errors in 

the near-field region of the jet computation.  

2.3 Shear-Coaxial Jets 

Shear-coaxial jets are characterized by a flow issuing from an inner central tube, 

surrounded by a second outer tube, defining an annular opening from which an additional 

flow exits the injector.  Typically, in shear-coaxial injectors for rocket applications, the 

oxidizer forms the inner-jet and the fuel defines the outer-jet region.  Improved 

combustion stability characteristics of liquid oxygen (LOX) / hydrogen (H2) engines were 

observed when the   outer-jet to inner-jet velocity ratio (Vr) was greater than about 10, as 

indicated by Hulka and Hutt [3].  Therefore, many LOX / H2 liquid rocket engines have 

velocity ratios in this range and thus ratio of the momentum flux ratio (M) typically falls 

into range 1 < M < 10.  For example the Space Shuttle main engine (SSME) preburner 

and main chamber velocity ratios are about 10 and 11.5, respectively, and momentum 

flux ratios are about 3.4 and 1.2, respectively [42,43]. 

Core length of the shear-coaxial jets is an important physical structure for the 

present study, particularly when the velocity ratio and momentum flux ratio are in the 

range relevant to that of liquid rocket engines.  A summary of the studies that reported 

core length measurements or an equation correlating core length is presented in Table 4.2 

in Chapter 4.  This summary includes the fluids used, operating conditions, relevant 

injector dimensions, the diagnostic tools used in the study, the physical quantity 
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measured, and the correlation equation for the core length.  This table is comprehensive, 

and to the best of the author’s knowledge includes all of the relevant core length 

measurements and data in the open literature for non-reacting shear-coaxial jets. 

2.3.1 Core-Length of Single-Phase Shear-Coaxial Jets 

The term “single-phase” coaxial jet is defined as a shear-coaxial jet where all 

three fluid components (i.e., the inner-jet, the outer-jet, and the chamber or ambient fluid) 

are the same phase, either all gas, all liquid or all supercritical fluid. 

One of the first experimental studies in the U.S. on coaxial gas jets was published 

by Forstall and Shapiro [44], shortly after WWII.  Two different inner-jet tubes were used 

in this work with diameters of 6.4 mm and 25.4 mm, through which air with 10 ppm of 

helium (He) as a tracer gas flowed.  The jet was studied with a Pitot tube, which was also 

used as a gas sampling tube.  The gas samples were analyzed with a thermal conductivity 

cell measuring the He concentrations.  The potential-core length was determined from the 

axial He concentration profiles.  The length of the potential-core was found to increase 

with velocity ratio (Vr = Uo / U i) for velocity ratios of less than one.  Additionally, it is 

interesting to note that in the limit of U2 = 0 (i.e., single round jet), the length of the 

potential-core predicted by their equation is 4 D1. 

Chigier and Beer [45] also studied air – air coaxial jets at atmospheric pressure.  

Both the inner-jet diameter and the outer-jet annular gap were tapered to smaller 

dimensions near the injector exit-plane.  Static pressure measurements were made with an 

impact tube and disk-type static probe, and velocities were calculated from these static 
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measurements.  Carbon dioxide was used as a tracer gas to measure the axial 

concentration profile, similar to Forstall and Shapiro [44].  By extending the range of 

velocity ratios up to 9.22 (well beyond that of Forstall and Shapiro [44]),  Chigier and 

Beer [45] determined that that both the axial velocity and the concentration on the 

centerline decay as velocity ratio was increased.  Therefore, they concluded that the 

potential-core length decreased as a velocity ratio increased, which is opposite to what 

Forstall and Shapiro [44] found for their lower velocity ratios studies (Uo / Ui < 1). 

Effects of the velocity ratio range spanning 0 to 10, for coaxial all-air jets, was 

investigated by Champagne and Wygnanski [46].  Velocity and turbulence intensities 

were measured using two hot wire anemometers.  The potential-core for the outer-jet 

region was determined not to vary with velocity ratio.  However, the potential-core of the 

inner-jet was strongly dependent on velocity ratio and the area ratio.  They pointed out 

that for 0 < Uo / Ui < 1, the length of the potential-core was extended as velocity ratio 

increased, and for Uo / Ui > 1, the potential-core decreased with increases in velocity 

ratio. Thus confirming the explanation offered by Chigier and Beer [45] for the 

disagreements between their data on the behavior of the core length variation with 

velocity ratio compared to that reported by Forstall and Shapiro [44]. 

Au and Ko [47-48], also studied shear-coaxial jets using air as the only fluid.  The 

velocity field was measured with a hot-wire anemometer and static pressure fluctuations 

were measured with a microphone.  Vortices were found to shed from the lip of the inner 

tube, with alternating direction when the velocity ratio was less than 1.25.  Once the 

velocity ratio was increased to a number greater than 2, the vortices originated from the 

outer edge of the inner tube lip with a rotation direction inwards toward the inner-jet.  
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These inward-rotating vortices were considered the reason for the decrease in the core 

length as velocity ratio increased.  The velocity ratio was adjusted by varying the inner-

jet velocity while maintaining a constant initial velocity for the outer-jet (50 m/s). 

Changing the inner-jet velocity had little impact on the potential-core of the annular 

outer-jet, which remained roughly constant at a value 1.7 times larger than the outer-jet 

diameter.  Upon comparing their work to others, they concluded that the outer-jet 

potential-core was relatively unaffected by the velocity ratio and was a function of the 

area ratio between the inner and outer streams.  Finally, the inner potential-core length 

was found to be inversely proportional to the velocity ratio, and for the first time was 

reported in the form of an equation (see Table 4.2) indicating this inverse proportionality.  

It is also important to note that for a shear-coaxial jet with equal inner-jet and outer-jet 

densities, the velocity ratio is equal to the square root of momentum flux ratio. 

Coaxial water jets with equal densities injected into a tank filled with water were 

studied by Dahm et al. [49].  The injector was contoured inward to the inner-tube exit 

diameter of 53.3 mm and the annular gap inner and outer diameters were 54.6 and 76.5 

mm, respectively.  The velocity ratio covered a range of 0.59 < Uo / Ui < 4.16.  The flow 

was visualized using planar laser induced fluorescence (PLIF) with a different color 

fluorescent dye in each fluid issuing from the inner and outer-jets.  The fluorescent dyes 

were excited with a “thin” continuous wave argon ion laser sheet.  The jets were imaged 

with 35 mm film, and 16 mm movie camera framing at 60 Hz.  The shear layer between 

the inner- and outer-jet, and the outer-jet and the stagnant chamber fluid can be seen very 

clearly with this visualization technique.  The vortex structure changed significantly over 

the small range of velocity ratios studied.  The vortices evolving from each layer can be 
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wake-like (alternating rotation), shear-layer-like (single direction of rotation turning into 

the slower velocity region) with either axisymmetric or helical modes.  They determined 

that the changes in potential-core length are governed by the near-injector vortex 

dynamics.  Also, they found that this length did not depend on velocity ratio alone, and 

that it did not behave in a monotonic fashion with velocity ratio.  Finally, a coupling 

between the instability, roll-up and vortex structure interactions in the outer shear layer 

(between the outer-jet and the chamber fluid) and vortex structures located in the inner 

shear layer (between the inner-jet and outer-jet) was observed. 

The momentum flux ratio, in particular M -0.5, has been taken to be an important 

parameter for coaxial jets by one group of researchers [50-58].  Recall that the velocity 

ratio is equal to the square root of momentum flux ratio (M = ρo Uo
2/( ρi Ui

2)) when the 

density ratio is unity.  A review of coaxial jet literature considering the works of this 

group and others is given by Lasheras and Hopfinger [54] covering both single-phase 

experiments and two-phase experiments of coaxial jet flows. 

Villermaux et al. [50] performed experiments on coaxial jets with water issuing 

from both the inner-jet and outer-jet, into a chamber filled with water studying the self 

pulsation phenomenon of the jet.  The injector inner tube diameter was 40 mm, with an 

outward taper of 6° to a knife edge tip. The outer diameter of the annular gap was 55 mm.  

Oscillations were measured with a pressure transducer and a hot film anemometer.  For 

velocity ratios between 1 and 6, they reported the potential-core length to be inversely 

proportional to velocity ratio (see Table 4.2).  At velocity ratios greater than 6, a 

recirculation bubble was observed at the end of the potential core.  Using a mixing layer 

argument and the pressure drop caused by the mixing layer, a criterion for the onset of 
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the recirculation was derived as 6>M .  The recirculation bubble caused oscillations 

that are convected downstream in the jet.  The oscillation Strouhal number based on the 

inner diameter and the outer-jet velocity was fixed at a value approximately equal to 0.3. 

Rehab et al. [51] expanded upon the work of Villermaux et al. [50] making 

measurements with a hot-film anemometer, a Pitot tube, and flow visualizations from  a 

single-dye PLIF images excited by an argon ion laser.  A definition of potential core was 

offered, clarifying that the flow in the potential core is not necessarily irrotational flow, 

but indicates a region of weak turbulence intensity where small-scale dissipation is nearly 

zero.  The length of the potential core was defined as the distance from the injector exit to 

the axial location where the velocity on the centerline of the jet reached a minimum 

value, and was stated to follow the inverse proportionality to the velocity ratio.  A 

theoretical analysis of the length of the potential core was given starting with the same 

estimate of pressure drop for the mixing layer as Villermaux et al. [50].  The pressure 

drop in the mixing layer is given by: 

 

 

Where, 

 ρ u’ 2 / 2 is the dynamic turbulent pressure. 

The assumed that the potential core is an inverted cone in shape with the inner diameter 

(of inner tube) defining the base, and the length of the potential core for its height.  Also, 

they hypothesized that the entrainment velocity (ue) is proportion to the root-mean-square 

2/'2uP ρ=Δ  (2.1)
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(RMS) fluctuating velocity (u’).  The entrainment velocity (ue) is an averaged velocity 

that satisfies the equation for the conservation of mass for the core of the jet.  From their 

measurements, they showed that u’ ≈ 0.17 (Uo – Ui ) = 0.12 Uo
 , and in general assumed 

that u’ ≈ α Uo.  Then, applying conservation of mass on this conical control volume, the 

resulting length of the potential core was determined and given by Eq. 2.2.   

Where, 

 C is a constant approximately 0.5 

With α = 0.17, the term 1/(2 C α) is 5.88, and when α = 0.12, the term 1/(2 C α) is 8.33, 

which is consistent with their data.  If the RMS of the velocity fluctuations is given by 

u’ ≈ α (Uo – Ui ), the resulting expression for the potential core length is given by the 

Eq. 2.3.  A comment was made that for fluids of unequal densities the velocity ratio term 

should be replaced with M 0.5.  Rehab et al. [51] stated that Eq. 2.3 is limited to the range 

1 < Uo / Ui < 8, without any statement about momentum flux ratio.  However, if the same 

limitation were to apply, then the momentum flux ratio range of applicability would be 

1 < M < 64. 
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Favre-Marinet and co-workers [59, 60] investigated the effects of the density ratio 

on coaxial gaseous jets spanning a wide range of velocity, density, and momentum flux 

ratios (see Table 4.2 for the values).  The variations in density ratio were achieved using 

different gas combinations of air, He, and sulfur hexafluoride (SF6).  Favre-Marinet et al. 

[59] performed flow visualization by illuminating the jets with a 1mm thick laser sheet 

from a pulsed copper vapor laser operating at 10 kHz, and images were recorded with a 

video camera at 50 Hz.  The shutter speed was set at 1/4000 s, therefore each frame 

captured two pulses from the laser.  The flow was seeded with incense smoke, except 

when He and SF6 were used as the fluids, for this case, the inner-jet was seeded with 

“very-small” droplets of a mixture of water, glycerin, and fluorescein dye.  A Laser 

Doppler Velocimetry (LDV) system used for the air-air and He-air jets, were combined 

with results using a hot-wire probe.  Favre-Marinet and Schettini [60] used the same 

apparatus, but with a different diagnostic method and were able to measure the density 

field of the jet.  The measurement was made with an aspirating probe, which is a “very 

thin” tube with a hot-wire at its end.  This tube is connected to a vacuum pump and when 

the pressure reaches a critical value, the hot-wire is no longer sensitive to velocity, but 

only to density variation.  The results of these two works indicated that the onset of the 

recirculation bubble at the end of the potential core begins at M ≈ 50, which is larger than 

that reported by Villermaux et al. [50].  For M < 50, they claimed that the potential core 

length varied with M -0.5.  However, at the same M value but at different density ratios the 

potential-core lengths of the jet are different values. 
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2.3.2 Core-Length of Two-Phase Shear-Coaxial Jets 

The term “two-phase” coaxial jet here means a shear-coaxial jet where the inner-

jet is liquid phase, and the outer-jet and the chamber (i.e. ambient fluid) are gas phases. 

Eroglu, Chigier, and Farago [8] measured liquid intact lengths for a coaxial water-

air jet at atmospheric pressure, and later Farago and Chigier [61] classified the break-up 

of the liquid jet according to the value of Weber number (We).  Note that Eroglu et al. [8] 

used a definition of We which has a factor of 2 in the denominator.  This expression is 

different than the definition given by Farago and Chigier [61] and the definition listed in 

the Nomenclature section of this dissertation.  To be clear, all values and equations 

reported in this work are consistent with the definition of We presented in the 

Nomenclature section.  Images of the coaxial jet were acquired with a 35 mm camera 

back-lit with a 0.5 μs pulse duration strobe light.  The injector had an inner-tube inside 

diameter of 0.971 mm.  The inner and outer diameters at the exit of the annular gap were 

1.262 mm and 10.36 mm, respectively, which was obtained by contracting a 16 mm duct 

in order to produce a flat velocity profile at the exit.  The area ratio (outer-to-inner) of 

this injector was about 112, which is much greater than a rocket-type coaxial injector (for 

example, SSME injector area ratio is about 2.8).  The inner tube of the injector used in 

many rocket engines is recessed back into the outer tube.  However, the inner tube, in this 

case protruded (a negative post recess) beyond the outer tube by 0.6 mm, but they 

reported no noticeable effects of moving the inner-jet by ± 1mm.  The inner tube flow 

was in the laminar regime when Re < 6000, with transition occurring somewhere within 

the range 6x103 < Re < 104, and fully turbulent regime occurring for Re > 104 [61].  The 
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Re in this study was in the range 1097 < Re < 9328, and therefore, being less than 104, it 

is likely that the exit-plane velocity profile from the inner tube was not a fully-developed 

turbulent profile.  Eroglu et al. [8] measured the intact liquid length by analysis of four to 

seven images taken at each condition for six different Re numbers.  Mean values were 

then computed, and it was noted that the individual measurements values can be as much 

as ±15% from the mean value.  A correlation equation (see Table 4.2) of the intact liquid 

lengths was deduced from these measurements, and found to depend on the Re and We. 

Three liquid breakup modes were found by Farago and Chigier [61]: (1) Rayleigh 

breakup for We < 25, (2) jet disintegration via membrane-type ligaments for 25 < We < 

70, and (3) jet disintegration via fiber-type ligaments for 100 < We < 500.  The Rayleigh 

breakup regime was further divided into two sub-categories, axisymmetric Rayleigh 

breakup for We < 15, and non-axisymmetric for 15 < We < 25.  Each of the breakup 

modes had sub-modes of pulsating and super-pulsating.  The authors determined that the 

atomization process was always a pulsating process.  The super-pulsation mode existed 

when the liquid mass flow rate was “low” and the gas flow rate was “very high”.  

Woodward [62] made liquid core measurements from a coaxial jet with real time 

x-ray radiography.  The inner tube of the injector had an undisturbed entrance length of 

85 inner diameters, sufficiently long to produce a fully-developed turbulent velocity 

profile at the inner tube exit.  The outer-jet fluids were nitrogen (N2) and helium (He), 

and the inner-jet fluid was an aqueous solution of potassium iodide (KI(aq)) to attenuate 

the x-rays.  The chamber was initially pressurized with the same fluid as that used for the 

outer-jet from 0.1 to 2.17 MPa, which is still well below the critical pressure of water 

(H2O Pc = 22.06 MPa).  It is important to note that the study of Woodward [62] is the 



30 

 

only study in the open literature, other than this work, to experimentally investigate the 

core length of shear-coaxial jets at pressures greater than atmospheric (see Table 4.2).  

The intact core measurements from the x-ray radiography were correlated (Eq. 2.4) using 

Re and We, similar to that of Eroglu et al. [8], but the additional parameters of density 

ratio, and a ratio (H) involving the square root of the ratio of heat capacities  and the 

specific gas constant of the fluid of interest to the same quantities evaluated for the 

nitrogen.  At a constant temperature, this parameter (H) is essentially the ratio of sound 

speeds for the outer flow compared to that of N2.  Woodward notes that this could imply 

a Mach number effect for coaxial jet liquid breakup, but states that the real physical 

significance is not known. 
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function of We, kinetic energy ratio (ER, see Eq. 2.5 ), and momentum ratio (MR, see 

Eq. 2.6 ).  With the velocity of the inner-jet at a constant value of 4 m/s, the breakup 

lengths were fitted to a function of We, with a similar exponent to that of Woodward [62], 

but were much shorter in length.  The correlations of their data involving ER and MR were 

normalized by the annular gap-width (i.e. (D3 – D2)/2).  The dependence on the MR to the 

-0.3 power was observed.  Notice that MR is the momentum ratio and incorporates the 

area ratio of the injector, and is not to be confused with M, the momentum flux ratio, 

which does not include the area ratio of the injector. 

 

 

Carreau et al. [64] and Porcheron et al. [65] studied coaxial jets with a fiber optic 

probe to measure what they refer to as the “liquid-presence probability (LPP).”  The 

probe had a sapphire tip, and an infrared light at 850 nm, modulated at 2.5 MHz, passed 

through it.  In principle, because the shape of the probe end, if liquid was present, then 

the light would pass through of the tip, however, if gas was present at the tip, the light 

would be internally reflected back through the fiber optics and the signal would be 

recorded.  A double-thresholding technique was used to determine the amount of time the 

probe was in contact with liquid and gas.  The fraction of time the voltage signal was 

high indicated the gas time, and the fraction of time the signal was low indicated the 
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amount of time the probe was in contact with liquid.  The LPP was computed from these 

measurements.  The experiments were done with LOX and either He, N2, or Ar, and 

water – air.  The LPP was correlated as a function of axial distance, as well as other 

parameters.  Upon defining the LPP to be 0.5 at the end of the breakup length, a breakup 

length correlation could be determined.  Note that changes in the selection of the LPP 

value from 0.5 at the breakup length would only result in variations in the constant used 

in their proposed correlation.  The initial correlation (see Table 4.2) presented by Carreau 

et al. [64] was for LOX with either He, N2, or Ar, and  was of the same form as that by 

Woodward [62].  Later Porcheron et al. [65] included water-air and LOX-inert-gas 

experiments and modified their earlier correlation by replacing explicit dependencies on 

We and Re to those of Ohnesorge number (Z) and M parameters. 

2.4 Interaction of a Transverse Acoustic Waves with Jet Flows 

The number of reports involving the interaction of transverse-acoustic waves and 

fluid jets are limited.  One of the earliest studies was done by Miesse [66] with single 

round jets.  Two “sound sources” (acoustic drivers) were positioned along a common 

axis, perpendicular to the flow of the jet, opposing one another.  The phase angle between 

the two drivers was adjusted to be 180° to maximize the “push-pull” effect on the jet, 

using frequencies of less than 200 Hz.  Images showed that the amplitude of the jet 

deflection in the transverse direction decreased with increase in both the frequency of the 

driver and pressure drop across the injector (i.e. flow rate).  It was also noted that the 

sound field considerably reduced the length of the solid stream.  Maximum dispersion of 
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the jet was observed at the natural frequency of the jet.  The intact length of the jet 

decreased when excited by the acoustic drivers. 

Newman [67] studied laminar single round jets in an externally-imposed acoustic 

field inside a resonant chamber at a frequency of 880 Hz.  The mean chamber pressure 

varied up to about 0.6 MPa (70 psig).  The breakup length of the jet was measured from 

images both with and without the presence of the acoustic field.  The jet was placed at 

both a pressure node and a velocity node.  At low mean chamber pressures (atmospheric 

pressure) the differences between the two nodal placements of the jet exhibited a small 

effect on the breakup length.  However, at higher chamber pressures the pressure 

oscillations were more effective at decreasing the breakup length.  Overall, the effect of 

the acoustic field diminished with increasing chamber pressure. 

Buffum and Williams [68] investigated the interaction of externally imposed 

transverse acoustic waves at frequencies ranging from 100 to 500 Hz on a turbulent liquid 

jet at atmospheric pressure. The primary physical quantity measured was the oscillatory 

displacement of the liquid jet as it passed through an acoustic standing wave field in a 

resonant tube.  Resonance effect at different frequencies was achieved through variations 

of the tube length in this study. It was found that the peak-to-peak jet deflection distance 

decreased when jet diameter or velocity was increased due to increased fluid mass in the 

acoustic field.  The jet deflection was unobservable below 130 dB and immeasurable 

below 140 dB.  At about 161 dB the acoustic waves induced shearing atomization of the 

jet, which produced large scale periodic structures.  Theses periodic structures were 

proposed to act as reactant sources in a combustion case to sustain or amplify combustion 

instabilities.  The drag coefficients for turbulent liquid jets in transverse acoustic field 
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were about an order of magnitude larger than that of a solid cylinder having a diameter 

the same as that of the injector orifice.  This caused enhanced jet deflections in the 

acoustic field and may be one source for sustaining the instability in liquid rocket 

engines. 

Heidmann and Groeneweg [69] produced images of unstable liquid oxygen 

(LOX) / hydrogen (H2) combustion.  The LOX was injected in the form of a round jet 

from a multi-element ring surrounding the perimeter of disked-shaped combustion 

chamber.  In a diffuse manner, H2 flowed from slots both above and below the LOX jets.  

The propellants were injected inward in the radial direction from the perimeter of the 

combustor, and the burned gases turned 90 degrees to flow through the nozzle located on 

the bottom plate.  Time varying jet length was observed to be coupled with the acoustic 

field which raised suspicion that unstable combustion was directly related to the dynamic 

behavior of the liquid jet. 

More recently, Rhys [70] considered the interaction of acoustic waves with flat 

liquid (water) sheets and swirl-coaxial jets (water and air).  The amplitude of the surface 

waves on the flat liquid sheet decreased in magnitude as the frequency was increased 

over the range of 600 to 1700 Hz.  The author indicated that the preferred frequency of 

the surface waves on the liquid sheet of the swirl-coaxial spray increased as We increased 

up to a values of about 104, where the atomization character of the driven sheet changed.  

When We is greater than about 104 the liquid sheet disintegration of the swirl-coaxial 

spray made a transition from surface-wave breakup to aerodynamic stripping mode.  

Additionally, Rhys stated that for swirl-coaxial injectors high velocity ratios eliminate 
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fundamental atomization frequencies.  Therefore, he postulated that the surface wave 

combustion instability pathway could be eliminated by operating at high velocity ratio. 

2.5 Velocity Measurements from High-Speed Shadowgraph Images 

An early report of velocity measurements from shadowgraph images was done by 

Newman and Brzustowski [23] in the experimental work reviewed in section 2.2 above.  

Measurements of the axial velocity of a single round jet were reported.  However, no 

details were presented on how the measurements were made.  One may only surmise that 

they visually tracked fluid structures on the core of the jet to estimate velocities. 

Ota et al. [71] and Okamoto et al. [72] investigated supercritical carbon dioxide 

flow over a heated wall.  The flow was driven by a pump vertically upward, but the fluid 

near the heated wall experienced a buoyant acceleration.  Shadowgraph images were 

taken with a high-speed charge coupled device (CCD) camera framing at 250 Hz.  The 

light source was a pulsed infrared laser with a wavelength 808 nm.  The laser pulses were 

frame straddled, that is, the first pulse occurred near the end of one frame exposure time 

and the next pulse near the start of the next frame, and so on.  Therefore, the effective 

time difference between frames was reduced to 0.48 ms, rather than 4 ms.  A spatial 

cross-correlation was then computed for two consecutive images, using a 32 by 32 pixel 

interrogation source window.  In the images, there were pixels that their intensities did 

not vary between images, and they were considered as noise points and not included in 

the spatial cross-correlation calculations.  The intensity variations, caused by the density 

gradients in the shadowgraph served as fluid elements (or particles) for the spatial cross-
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correlation.  The authors refer to this process of velocity measurement using unseeded 

shadowgraphs as a “new technique”.  Instantaneous two-dimensional velocity fields were 

constructed indicating a higher velocity near the heated wall.  Also, the transient velocity 

signal at one point in space revealed the unsteady nature of the flow, which corresponded 

to the frequency of the diaphragm pump used to drive the flow.  The uncertainties of the 

measurement are not specifically addressed in these reports and it is stated that error 

elimination should be part of future work.   



 

 

Chapter 3 
 

Experimental Facility, Apparatus, and Technique 

The experiments presented in this work were performed in test cell EC-4 at the 

Air Force Research Laboratory (AFRL) at Edwards Air Force Base, CA.  Portions of the 

experimental apparatus preexisted prior to the work described in this thesis, but the 

facility required significant upgrades and modifications, which will be outlined in the 

following sections of this chapter. 

A concise operational description of the facility shown in Fig. 3.1 is given here.  

Detailed descriptions of key components appear in the subsequent sections.  Also, the 

detailed standard operating procedure developed for this work is presented in 

Appendix A. 

The experimental apparatus and system components were designed to achieve a 

cold flow injection of cryogenic liquid (when subcritical) or liquid-like (when 

supercritical) nitrogen through the inner tube of a shear-coaxial type injector with cold 

nitrogen gas passing through the annular region of this injector.  The fluids from the 

injector flow into a main chamber pressurized with gaseous (or gas-like, if supercritical) 

nitrogen.  All flows entering the chamber including those from the injector are supplied 

by the high pressure nitrogen line to the facility.  The flow rates are monitored and 

controlled while still in gaseous phase because of the difficulties associated with 

controlling and measuring high-pressure cryogenic flows.  The high-pressure gaseous 

nitrogen is liquefied by passing the gas through heat exchangers, chilled with low-
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pressure liquid nitrogen.  During the “chill down” procedure, the temperature of the 

outer-jet is monitored by a thermocouple positioned near the exit-plane of the injector in 

the outer-jet fluid.  Adjustments to the outer-jet temperature are made by changing the 

liquid nitrogen flow rate to a secondary heat exchanger.  Once a steady-state operating 

condition within the chamber has been achieved, radial temperature profiles near the 

injector exit-plane area were measured using a very fine (bead diameter 0.10 mm) 

exposed-bead thermocouple.  Upon completion of these temperature measurements, the 

thermocouple was traversed out of the jet to a far-field position, and images of the jet 

were captured using either a low-speed camera with a framing rate of 10 Hz, or a high-

speed camera with a framing rate of 18 kHz.  Most of the images and movies were taken 

with a back-lit illumination arrangement producing shadowgraphs, but in some instances 

it was necessary to illuminate the jet from the front.  An acoustic driver was driven with a 

sinusoidal signal to excite the first resonance mode of the inner-chamber, which is 

approximately 3 kHz, depending on the chamber temperature and pressure. The inner-

chamber is embedded inside the main chamber, and is used to reduce the cross-sectional 

area of the main chamber to keep the amplitude of the acoustic waves high in the vicinity 

of the jet.  Images of the excited jet were then acquired.  Subsequently, the acoustic 

driver frequency was then set to the second resonance mode of the inner-chamber, at 

approximately 5 kHz, and then the imaging process was repeated.  In other test runs, 

several variations of this imaging process were executed in order to gain additional 

information about startup transients or modal behavior of the jet. 
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3.1 High Pressure Chamber 

The main chamber (Figs. 3.1 and 3.2) was originally designed by General Physics 

Corp. for the purpose of studying supercritical droplets at AFRL and was completed in 

1995.  The main chamber was designed in accordance with the American Society of 

Mechanical Engineers (ASME) Boiler and Pressure Vessel Code capable of withstanding 

13.8 MPa (2000 psig) over a temperature range of 76 K to 473 K (-323°F to 392°F).  The 

main chamber is made of 304 stainless steel.  The chamber has four ports for providing 

optical access to the injector region (see Fig. 3.2).  The two larger circular openings have 

round sapphire (Al2O3) windows, and the smaller oblong shaped window openings can be 

 

Figure 3.1: Photograph of the EC-4 Supercritical Facility. 
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used to house fused silica (quartz) windows, the acoustic driver (discussed below), the 

thermocouple traversing stage (discussed below), or the piezoelectric pressure transducer 

traversing stage (discussed below).  The opening at the top of the chamber is used to 

mount the cooling tower used to cool and/or liquefy (when the pressure is subcritical) the 

gaseous nitrogen (GN2) into liquid nitrogen (LN2) that is then injected into the chamber 

through the shear-coaxial injector.  The chamber is equipped with multiple ports for flow 

connections and instrumentation such as thermocouples and pressure transducers. 
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Figure 3.2:  Drawing of Main Chamber. All dimensions are in mm and approximate. 
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The sapphire windows are contained within a specially-designed stainless steel 

window retainer.  With approximately 121 mm diameter optical access, the retainer  is 

fitted with acme threads on the outer diameter, and screws into the chamber resulting in a 

face-sealed design against the main chamber with an o-ring.  The sapphire windows are 

beveled at the edge that are used in conjunction with the seals.  The sealing of the 

window is assured using a combination of three types of seals, see Fig. 3.2.  The edge 

facing inside the main chamber is sealed within the retainer using a Teflon seal ring that 

acts as a primary seal.  To provide an additional seal, the outer edge is sealed using a 

copper gasket inside the window retainer.  Between the two beveled edges there is an o-

ring with a backup ring on both side of it to enhance the sealing action.  The window 

retainer entirely encapsulates the large and expensive sapphire windows to provide 

protection from physical damage during removal and assembly.  The window retainer is 

also sized in a manner to prevent stress on the window from thermal gradients causing 

changes in the critical dimensions. 

3.2 Fluid Systems 

It was necessary to make several upgrades to the plumbing system of the facility 

prior to the start of this work in order to produce the desired flow rates and temperature 

conditions.  A process flow diagram (PFD) of the modified plumbing system is shown in 

Fig. 3.3.  Magnified versions are presented in Appendix A.  The fluid handling 

components in Fig. 3.3 are systematically labeled with a two or three letter designation 

followed by a dash and a four-digit number.  The letters indicate the type of fluid 
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component, such as, HV for hand valve and PSV for pressure safety valve.  A detailed 

list of the letter designation for the flow controls is in Appendix A.  The first digit of the 

number indicates the fluid in the line, for example, 0 designates nitrogen and 1 designates 

helium.  Helium was not used in this work, but was included in the system for ease of 

upgrades in the future.  The second digit, ranging from 0 – 9 listed in Table 3.1, indicates 

the fluid subsystem based upon its function.  The last two digits indicate the component 

number. 

Gaseous nitrogen (GN2) is introduced into the facility from a supply line available 

at AFRL and regulated to a nominal high pressure of 17 MPa (2500 psi) and a nominal 

low pressure of 0.85 MPa (125 psi).  The high-pressure GN2 is split to feed the 

subsystems 1 – 4.  The flows sent to the injector are first thermally conditioned using heat 

exchangers cooled with low-pressure liquid nitrogen (LN2).  It is more convenient to 

control flow rates while the nitrogen is in the gaseous phase than to liquefy and then 

meter the high-pressure LN2.  Four heat exchangers (designated by the letters HE) are 

used in the system (see Fig. 3.3) to fully control the temperatures of the flows to the 

injector.  The heat exchangers are of counter-flow design, with the exception of HE-0107, 

which has the ability to operate either in counter-flow or co-flow modes.  The purpose for 

retaining the co-flow operating mode is to provide the ability to repeat tests that were 

conducted prior to all the upgrades made in this system.  The temperature of the annular 

flow is controlled by adjusting the flow rate of the low-pressure LN2 into the heat 

exchangers.  However, due to heat transfer within the injector passages, the exit 

temperature of the flow issuing from the inner tube depends upon the mass flow rates of 

the inner and outer flows, the temperature of the outer flow at the inlet to the injector, and 
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the chamber pressure.  It was discovered that flow from the external LN2 tank produced 

fewer and lower oscillations in temperature than the flow from the Dewar.  Therefore, for 

all of the data presented in this work, the chilling operation used only the external LN2 

tank as the flow source for the heat exchangers. 

The chamber pressure can be adjusted to within ± 0.14 bar (2 psi), using a 

combination of three valves controlling the vent system.  The three “hand valves”, see 

Fig. 3.3, HV-0604, HV-0605, and HV-0606 are a Hoke ¼” ball valve with a CV = 0.8, a 

Parker ¼” needle valve with a CV ranging from 0.0 – 0.43, and a Swaglok ¼” needle 

valve with a CV ranging from 0.0 – 0.04, respectively.  This large range in CV values for 

the three valves allows accurate control of the venting of the chamber fluid, thus 

controlling the chamber pressure within a tight tolerance (± 0.14 bar). 

Even with the dry climate in the desert where experimental facility is located, 

significant frost build up on the apparatus occurs due to freezing of moisture in the 

laboratory air.  Therefore, in order to eliminate obscuring of visual access inside the 

chamber it was necessary to purge the windows with dry nitrogen to eliminate frost 

formation.  A low pressure, 1.12 bar (1.5 psig), dry nitrogen purge was introduced 

through the void created by a 10 cm (4”) foam seal between the main chamber and an 

acrylic shield as shown in Fig. 3.1. 
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Figure 3.3: Process Flow Diagram of the AFRL Supercritical Facility.  Larger format of 
this figure presented in Appendix A. 
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Table 3.1:  Fluid Subsystem Number Designation.   

Subsystem 
Number Function 

  
0 High Pressure Facility GN2 
1 N2 to Feed Center Post of Injector 
2 N2 to Feed Annular Flow of Injector 
3 N2 to Pressurize the Chamber 
4 N2 for Pressurization of LN2 Systems 
5 Low Pressure GN2 for Window Purge 
6 GN2 Vent 
7 LN2 from Dewar 
8 LN2 from External Tank 
9 Future He System  
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3.3 Shear-Coaxial Injector 

The shear-coaxial injector used in this study (Fig. 3.4) was based on the well-

characterized design of the single-jet injector used in this facility previously described by 

Chehroudi and co-workers [24-30].  The cryogenic nitrogen feeding the inner tube, 

producing the inner-jet, flows into the cooling tower in the injector mounting port as 

indicated in Fig. 3.2.  The cold, but still gas or gas-like, nitrogen flow generating the 

annular outer-jet is introduced into two ports in a manifold ring (see Fig. 3.4).  The fluid 

in the manifold ring is then split into four tubes flowing into the annular passage through 

four holes located 28 mm (1.1”) upstream of the injector exit area.  Teflon® (PTFE) was 

used as an insulating material for the injector to minimize heat transfer from the warm 

chamber to the cold injector assembly. 

The inner-tube (center-post) was made from a stainless steel tube with an inside 

diameter (D1) of 0.51 mm (0.020”) and an outside diameter (D2) of 1.59 mm (0.063”) 

with a length of 50.8 mm (2.00”).  The resulting length-to-inside-diameter ratio (Lpost/D1) 

is 100, which is sufficiently long enough to ensure fully-developed turbulent pipe flow 

conditions at the exit.  The outer stainless steel tube creating the annular passage had an 

inside diameter (D3) of 2.42 mm (0.095”) and an outside diameter (D4) of 3.18 mm 

(0.125”).  The resulting mean gap width of the annular passage, the hydraulic diameter, is 

0.415 mm (0.016”), measured from an image of the injector.  The entrance length to 

hydraulic diameter ratio is 67 for the annular passage.  The injector has a small bias of 

8% of the mean gap width.  The post (inner tube) is recessed by 0.5 D1, 0.25 mm 

(0.010”). 
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(a)                                     (b)  

(c)   

Figure 3.4:  Photograph of shear-coaxial injector (a) without gas manifold and insulation,
(b) with gas manifold and PTFE insulation.  Scale cross-section drawing (c) of injector 
exit-plane area also indicates relative size and position of thermocouple used for 
temperature measurement.  Dimensions in mm. 
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3.4 Acoustic Driver 

The acoustic driver, Piezo-Siren (Fig. 3.5), used in this experiment was developed 

especially for this apparatus as part of a Small Business Innovative Research (SBIR) 

contract with the U.S. Air Force and Hersh Acoustical Engineering, Inc.  A unique 

quality of this Piezo-Siren is the ability to produce high-amplitude acoustic waves in a 

high-pressure static environment. The actuator for the acoustic driver is a piezo-ceramic 

crystal, contained within an aluminum housing with an aluminum cone on one side to 

produce the acoustic waves.    

 

 

 

 
Figure 3.5: Piezo-Siren, high-amplitude high pressure acoustic driver. 
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The Piezo-Siren along with the wave guide (discussed below) that directs the 

acoustic waves to the inner-chamber are housed inside a high-pressure adaptor, externally 

connected to the main chamber (Fig. 3.6).  The Piezo-Siren housing and the adaptor as a 

unit is bolted to the main chamber (see Fig. 3.1) at the location of the oblong window 

opening (see Fig. 3.2) and is sealed to the main chamber with o-ring face seals. 

 
Figure 3.6:  Plan view cross-section drawing of acoustic driver housing, wave guide, and
assembly for attachment to main chamber. 
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In order to maintain the amplitude of the acoustic waves at a high level near the 

jet, a smaller inner-chamber, see Fig. 3.7, is housed within the main high-pressure 

chamber.  The inner-chamber support structure is made of stainless steel, and has acrylic 

windows for jet visualizations.  The width of the rectangular cross-section of the inner-

chamber is 13 mm (0.5”).  Because of the rectangular cross-section of the inner-chamber 

and the circular cross-section of the acoustic driver, a transition wave guide shown in 

Fig. 3.8 was necessary to minimize losses from the acoustic driver.  The wave guide is 

made of copper and has a catenary contour which was designed also by Hersh Acoustical 

Engineering, Inc.  The diaphragm of the acoustic driver has a diameter larger than the 

height of the inner-chamber.  The rectangular cross-section of the wave guide is oriented 

with the longest side being parallel to the axis of the jet. 

 

 
Figure 3.7: Photograph of Inner-chamber. 
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3.5 Instrumentation 

The data acquisition system used for the collection of temperature, chamber 

pressure, and mass flow rate measurements was a Campbell Scientific CR5000 data 

logger.  The data logger has 20 differential analog input channels, capable of acquiring 

data at an aggregate rate of 1000 Hz (50 Hz per channel) at 16 bits.  The input channels 

recorded the temperature, chamber pressure, and various mass flow rate measurements.  

The chamber pressure was measured by a Stellar ST 1500 pressure transducer, 

with a full scale range of 70 bar (1000 psi).  The transducer used in the system was 

ordered with special manufacturer’s limits of error  of  ±0.05% of full scale (FS), which 

 

 
Figure 3.8: Acoustic Wave Guide 
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is approximately ±3.5 kPa (0.5 psi).  However, the transducer was calibrated with a 

precision pressure measurement and calibration system, Ruska Model 7310, which has an 

accuracy of ±0.01% of full scale (1.4 kPa, 0.2 psi).  The calibration outcome is a plot of 

transducer voltage versus the reference set pressure.  A linear fit to the data was then used 

to relate voltage to the reference pressure.  Figure 3.9 shows the difference between the 

measured pressure (using the linear fit) and the set pressure on the Ruska precision 

calibrator.  The calibration procedure was to first increase the pressure from the 

atmospheric value to 90% of the full scale.  Next, the pressure was decreased from 

90% FS to atmospheric, finally increasing the pressure again to 90% of the FS range a 

second time.  The accuracy over the range of the transducer is actually about double of 

that reported by the manufacture (i.e., ±0.1% FS), which is approximately ±7 kPa (1 psi).  

This was determined to be sufficient accuracy for this work, despite being twice the value 

reported by the manufacturer. 
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The acoustic pressure in the inner-chamber was only measured under warm 

chamber conditions without any fluids flowing through the injector.  The pressure 

transducer used to measure the acoustic pressure was a Kistler model 601B1, connected 

to a dual mode charge amplifier Kistler Type 5010.  The data acquisition system used to 

collect data from the Kistler transducer was a Lab Master DMA from Scientific Solutions 

with a maximum aggregate data rate of 100 kHz (with a 12bit A/D converter).  The 

Kistler transducer was mounted on a traversing stage, a drawing of which is shown in 

Fig. 3.10.  The traversing stage mounts into one of the openings for the oblong windows 
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measured pressure (using the linear fit) and the set pressure of the precision calibration
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of the main chamber (Fig. 3.2) using a stainless steel window blank (instead of the 

window) with a 13 mm diameter hole bored through to permit the traversing rod to pass 

into the pressure chamber.  The position of the transducer is determined using a 

micrometer handle, Model BM32.80 from Newport Corp.  The precision of the 

micrometer is 0.01 mm. 

Temperature measurements in the entire facility are made with Type E (chromel – 

constantan) thermocouples (TC).  Type E thermocouples have the largest Seebeck 

coefficient (dV/dT), which permits the greatest sensitivity amongst thermocouples.  

Accurate cryogenic temperature measurement with thermocouples is difficult.  The only 

thermocouple type with ANSI limits of error at cryogenic temperatures is Type T (copper 

– constantan), but the Seebeck coefficient is about 30% smaller than a Type E [73].  Very 

accurate measurements were not necessary for most of the temperature measurements in 

this work. However, at the injector exit-plane high accuracy is required due to the need to 

 

Figure 3.10:  Traversing stage for Kistler transducer 
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compute density (ρ) from the temperature and chamber pressure measurements.  These 

measurements are then used for the calculations of the injector exit velocities.  At high 

chamber pressures, especially near the critical pressure of the fluid, small uncertainties in 

temperature can produce large uncertainties in density.   

Resistance temperature detectors (RTD) are usually the thermometer of choice at 

cryogenic temperatures.  However, due to the small probe sizes required to make high-

resolution spatially-resolved measurements near the injector exit-plane area, an exposed-

junction thermocouple with a bead size of 0.1 mm (0.004”) in diameter was selected.  

Upon comparison between values obtained from the thermocouple and a precision RTD 

probe in saturated liquid nitrogen, it was noted that a difference of about 5 K exists 

between the thermocouple and the RTD data.  Over the conditions of interest, errors of 

5 K could produce errors in density as great as 600 kg/m3.  Clearly, the high errors in 

density calculations from the associated uncertainties in temperature at the 5 K level are 

large and need to be reduced if meaningful results are to be obtained.  Therefore, it was 

necessary to individually calibrate each thermocouple, along with its the extension wire 

and the data acquisition system as a system against a precision Pt-RTD. 

The precision RTD probe was from the Hart Scientific company, model number 

5622-05, precision calibrated with an accuracy of ±0.04 K.  Several constant-temperature 

baths were selected to perform the calibration. The constant temperature baths used were, 

saturated LN2, LN2/isopentane, LN2/methylcyclopentane, ice/water, and room 

temperature air.  At each temperature, 500 points were collected over two minutes and 

averaged.  The resulting calibration curve in Fig. 3.11 shows a high degree of linearity in 

the curve fit as indicated by the correlation coefficient of nearly one.  The maximum 
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deviation from the data to the curve fit was 0.7 K.  A reasonably conservative estimate of 

the uncertainty using the maximum deviation and Student’s t-distribution, resulted in the 

associated uncertainty of the thermocouple measurement of ±0.8 K.   

The calibrated thermocouple was then traversed through the jet near the exit-plane 

using a modified form of traversing stage described earlier for the acoustic pressure 

measurements (Fig. 3.10).  The relative size and axial position of the thermocouple used 

for exit-plane measurements is shown in Fig. 3.4(c). 

Mass flow rates of the gaseous streams were measured with Porter Instrument 

Company, Inc mass flow meters.  The flow to the inner-jet was measured with a Type 

122 mass flow meter calibrated for nitrogen, with a range of 0 to 50 standard liters per 
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minute (SLPM) (967 mg/s).  The mass flow meter used to measure the flow rate of the 

outer-jet was a Type 123 with 0 to 200 SLPM (3868 mg/s) range, which was used for all 

flows less than 200 SLPM or a Type 123 with a range of 0 to 500 SLPM (9670 mg/s) for 

high values.  The factory calibrated accuracy for all mass flow meters was ± 1% of FS, 

this accuracy was doubled for the uncertainty calculations. 

3.6 Imaging Set-up 

Most of the information about the behavior of the jet in this work comes from the 

flow visualizations.  The jets were imaged using a back-lit arrangement with various 

lenses on digital cameras.  One of the cameras used to capture images was a PixelFly 

HiRes CCD camera made by the Cooke Corporation.  The resolution of the camera is 

1360 by 1024 pixels with a 12 bit (A/D) dynamic range.  The PixelFly was fitted with a 

Sigma macro zoom 28 – 200 mm lens and a c-mount-to-f-mount adapter.  The framing 

rate of the camera was 10 Hz.  The shutter speed was set at 30 μs.  A digital delay pulse 

generator was used to synchronize the camera with the strobe for backlighting the jets.  

The digital delay pulse generator was a Stanford Research Systems, Inc. model DG535.  

The strobe was a General Radio Stroboslave Type 1539-A, with approximately a 0.6 μs 

flash time.  A light diffuser was placed in between the strobe and the chamber which 

provided better quality images.  Since the amount of the stray light from the room picked 

up by the camera was small, the images were primarily defined by the strobe flash. 

High-speed framing cameras used in this work was a Phantom version 5.1 CMOS 

high-speed framing digital camera from Vision Research, Inc. with a maximum framing 
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rate of 95 kHz.  However, the highest framing rate used here was 18.0 kHz, which 

provided the best trade-off between resolution (128 by 256) and framing rate.  The 

Phantom ver. 5.1 has a dynamic range of 10 bits.  Another high-speed camera used was a 

Phantom version 7.1 CMOS camera.  The Phantom ver. 7.1 has a 12 bit dynamic range, 

and is capable of framing at even faster rates than the Phantom 5.1.  The lens for the 

high-speed cameras were a 105-mm Micro Nikkor f/2.8, and a 200-mm macro Micro 

Nikkor f/4.  Various extension tubes were also used to optimize the field of view.  The 

high-speed images were illuminated with one of two continuous light sources available 

for these studies.  One was a Cuda Product Corp. continuous fiber optic light source 

model I-150 using a 150 W Quartz halogen lamp.  The other source was a 200 to 500 W 

mercury –xenon (Hg-Xe) arc-lamp from Oriel Instrument Corp. model number 66905.  

The arc-lamp was fitted with the Asperab ® condenser lens to collimate the light. The 

shutter speed of Phantom V5.1 was set at 2 μs, and thus the images were defined by this 

speed because of the continuous light source used for back illumination.  The Phantom 

V7.1 had a 1 μs shutter speed option. 

For one particular set of tests, the two Phantom cameras were used synchronously 

and arranged as shown in Fig. 3.12.  Synchronization of multiple Phantom cameras is   

accomplished by connecting the two via a communication cable and choosing one to be 

the master clock.  Because of the available windows, it was necessary to have one of the 

cameras (V.5) front-lit rather than in a shadowgraph-type configuration. 
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Figure 3.12: Optical layout for the two Phantom camera arrangements. 



 

 

Chapter 4 
 

Results and Discussion 

For a given injector design, there are several major operating parameters one can 

vary such as the outer-jet exit temperature, outer-to-inner jet velocity ratio, and chamber 

pressure.  Ideally, one would like to change only one of these parameters, keeping the 

others constant.  However, in practice, this is an exceedingly difficult task.  On this basis, 

the experimental setup was designed in such a way as to facilitate near-independent 

variation of these parameters.  For example, changes in the outer-jet exit temperature 

alone affect the fluid density and therefore velocity ratio at a given fixed flow rate.  

Hence, to maintain a near-constant velocity ratio, the outer-jet flow rate is adjusted 

accordingly when its temperature is changed.  The experimental matrix was organized to 

enable comparisons between the results at different outer-to-inner jet velocity (and 

momentum) ratios.  Thermodynamic conditions of the jets at the exit of the injector, 

calculated from temperature and pressure measurements, are shown in Fig. 4.1.  The 

vertical bars represent the uncertainty of the density values, the details of which are 

discussed below.  The number near each data point in Fig. 4.1 corresponds to the case 

number listed in Table 4.1.  In order to simulate and understand the effect of temperature 

ramping as performed in a stability rating of a liquid rocket engine, two nominal outer-jet 

temperatures (around 135–140 K (low) and around 185–200 K (high)) were selected, and 

then the mass flow rate of the outer-jet was varied to obtain a desired outer-to-inner jet 

velocity ratio.  Some minor adjustments on the inner-jet were also required.  References 
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to these cases in the text are made as “low” and “high” outer-jet temperatures and should 

be clear in the context of the discussion.  The flow issuing from the center-post of the 

injector is referred to as the inner-jet, and that issuing from the annular coaxial region of 

the injector is the outer-jet.  The shear-coaxial jet was excited at the first two resonance 

modes of the inner-chamber, which are listed in Table 4.1.  The resonant modes vary 

slightly in frequency because of changes in the chamber temperature and pressure, 

ultimately affecting the speed of sound in the chamber fluid.  The outer-jet temperature 

reported in Table 4.1 computed from by integrating the temperature profile over the 

region of space defining the outer-jet.  The inner-jet temperature reported in Table 4.1 

was taken as the centerline temperature.   
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correspond to the case number listed in Table 4.1.  
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Table 4.1: Summary of conditions measurement for coaxial jet. 
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4.1 Uncertainty Analysis 

In order to determine the measurement uncertainty, it is necessary to have both 

the measured value and the true value of a particular physical quantity.  However, the 

true value is almost never known, with possible exceptions of calibration experiments 

when a reference point is defined by a physical state of matter, such as triple point of 

water.  Conducting an uncertainty analysis early in the planning stages usually aides the 

analysis of the data after completion of the experiments.  The purpose of estimating the 

uncertainties in an experiment is not only to determine “how good the data are”, but, 

more importantly, to decide whether differences between various experimental points in a 

given plot have a significance and lead to a proper conclusion of the trend.  For example, 

it is known that density is very sensitive to temperature in regions near the critical point 

of a fluid.  Therefore, great care was taken with those measurements, particularly in the 

calibration of the thermocouples as described in Chapter 3. 

Measured quantities have uncertainties associated with them based on the 

accuracy of the instrument, the calibration, and the usage of the instrument.  When 

calculating parameters from these measured independent variables, the uncertainty of a 

derived quantity increases based on the uncertainties of the individual terms and it varies 

according to the root-sum square rule.  Moffat [74] describes the estimation of the 

derived-quantity uncertainty as: 
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Where, 

 Qderived is the derived quantity, 

 xi are the independent variables used to calculate Qderived,  

 δxi is the individual uncertainty of the independent variables, and 

 n is the number of parameters in the equation used to compute Qderived. 

To use Eq. 4.1 correctly, the individual uncertainties of the independent variables 

(δxi) must be known.  Often the manufacture of an instrument will report the accuracy of 

an instrument as a fraction of the full scale reading.  To use this information it must be 

converted to a standard deviation, in some manner.  According to Moffat [74], this is a 

choice that is somewhat subjective, and the experience of the user should be relied upon.  

For example, in this work, the pressure transducers described in Chapter 3 have a 

manufacturer’s reported accuracy of ±0.05% of full scale reading.  To gain an 

appreciation of what that accuracy represented, the pressure transducers were calibrated 

using the data acquisition system, which accounts for possible fixed errors in the 

measuring system and enables an interpretation of the accuracy reported by the 

manufacture.  Fortunately, a precision pressure calibration device (Ruska, as described in 

Chapter 3), which has a precision of 0.01% of full scale, was available to test the reported 

accuracy of the pressure transducers, and offer an interpretation of the results.  The value 

used in the uncertainty analysis was not the ±0.05% of full scale output from the 

transducer reported by the manufacturer, but rather ±0.1% (see Fig. 3.9).  Part of the 

increase was most likely a contribution of the data acquisition system.  However, an 

additional part was due to the manufacturer, only reporting the accuracy for the 

increasing pressure calibration and not accounting for the hysteresis of the transducer 
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upon decreasing pressure.  Individual calibration of each instrument in conjunction with 

the data acquisition system was not possible with all the available equipment, as was the 

case with the mass flow meters in this work.  The reported calibration sheet from the 

manufacture of the mass flow meters was ± 1% of full scale output, and a precision 

calibration device for the mass flow measurement was not available for this work.  The 

manufacturer’s calibration was judged to represent one half of the standard deviation.  

Thus the uncertainty in the mass flow measurements was doubled and then combined 

with the uncertainties of the data acquisition system according to the root-sum-square 

procedure.  The temperature measurements at the exit-plane of the injector required great 

care.  The thermocouples were individually calibrated against a precision Pt-RTD as 

described in Chapter 3.  However, to compute the uncertainty of the temperature 

measurements, it was necessary to include random errors in the measurements, and then 

combine these using the root-sum-square process, resulting in the nth order uncertainty of 

the measurement.  Once one has the uncertainties of the individual measurements (i.e., 

δxi ) and an equation that relates the independent variables to the dependent variables, 

then Eq. 4.1 may be applied.   

However, there are instances where a simple equation relating the independent 

variables to the dependent variables does not exist, as in the present case with the density 

calculations using the NIST REFPROP [14] equations of state.  Moffat [74] suggests that 

for difficult-to-differentiate quantities, one should compute the uncertainties based upon 

the evaluation of Qderived± at xi ± δxi, and then compute the root-sum-square deviation of 

the finite differences in Qderived± for the positive and negative variation in xi as shown in 

Eq. 4.2.  Caution should be exercised as to the direction of the deviation, for example 
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with density, a positive deviation in temperature causes a negative deviation in density.  

Therefore it is necessary to consider the negative deviation of temperature and the 

positive deviation in pressure to compute the positive deviation in density, and the 

opposite temperature and pressure deviations for the negative deviation in density.  

Moffat [74] recommends averaging the positive and negative deviations, but suggests this 

with caution, because a definitive analysis has not been performed as to the consequences 

of this averaging process.  Because of the non-linear behavior of density in the regions of 

interest in this work, a more conservative approach to capturing the uncertainty in the 

variation of density was used by retaining both positive and negative deviations rather 

than averaging the two.  Thus, occasionally producing asymmetric error bars. 

Unless otherwise noted, all error bars on the figures in this work were computed 

in the fashion outlined above. 
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i
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4.2 Exit-Plane Temperature Measurements 

Owing to sensitivities of density to temperature changes, careful measurements of 

the temperature at the exit-plane of the jet were necessary.  As previously mentioned, the 

thermocouple used to measure the exit-plane temperature was calibrated using a precision 

Pt-RTD.  Because of the small size of the injector (D1 = 0.508 mm), a probe of small size 

was necessary and a Pt-RTD was not available in the required dimensions. Therefore, the 

smallest thermocouple commercially available was selected, with a bead diameter of 

0.10 mm.  The thermocouple, attached to a support structure shown in Fig. 4.2, traversed 

through the jet at an axial location of about 0.28 D1 downstream of the injector exit-plane 

(i.e., the exit edge of the outer tube, and note that the inner tube is recessed).  At each 

radial location, 1500 measurements were taken over 30 seconds and averaged.  It is also 

important to note that during the initial chill-down phase, this thermocouple was 

positioned in the outer-jet so the temperature could be monitored to achieve the desired 

operating conditions.  However, only a coarse control over this temperature was 

achievable by adjusting the liquid nitrogen flow rate to the heat exchanger (see Fig. 3.3, 

HE-0209). 

Figure 4.3 shows the measured temperature and the associated radial profiles of 

density computed using the NIST REFPROP [14] program with the measured 

temperature and chamber pressure as input data.  The data in Fig. 4.3 are presented in 

tabular format in Table B.1 in Appendix B. The horizontal axis is the radial distance from 

the jet centerline and is normalized by the inner-tube inside radius (R1).  The top, middle, 
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and bottom rows in Fig. 4.3, are at the nominal chamber pressures of 1.5 (subcritical), 3.5 

(near-critical), and 4.9 (supercritical) MPa, respectively.  The scale for the temperature 

profiles is read from the left axis and density on the right axis.  The left and right columns 

in Fig. 4.3 are at the low (135 – 140 K) and high (185 – 200 K) outer-jet temperatures, 

respectively.  The solid lines and symbols represent measured temperature profiles, and 

the dashed lines and hollow symbols show computed densities.  Although low in 

resolution, temperature profiles for different conditions are shown on one page in order to 

facilitate comparisons of the global effects of different operating conditions as shown in 

Figs. 4.3 (a) – (f).  However, the small-size format may not permit viewing the details, 

thus the individual figures are presented in full-page format as well. 
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Figure 4.2:  Thermocouple (TC) and the support mechanism used to perform radial
temperature measurements in the coaxial jet.  The thermocouple bead diameter is
0.10 mm.  The resolution of the radial distance is 0.01 mm.  The distance from the
injector exit-plane to the thermocouple bead is 0.14 mm or 0.28 D1. 
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Figure 4.3: Radial profiles of the measured average temperature and calculated density.
Conditions of cases are listed in Table 4.1.  The chamber nominal pressure in the top row 
is 1.5 MPa , in the middle row  is  3.5 MPa , and in the bottom row  is  4.9 MPa.  The
nominal outer-jet temperatures in the left and right columns are about 140 K and 190K,
respectively, see Table 4.1 for exact values.  The letters “T” or “D” in the inset of the 
figures refers to temperature or density, respectively, the next number indicates the
particular case number for the data corresponding to the case listed in Table 1, and the
number in parenthesis is the corresponding outer-to-inner jet velocity ratio.  R1, R2, R3, 
R4 are the radii of the surfaces of the coaxial injector.  For example, R1 is the inner-
diameter of the inner-tube, and R2 is the outer-diameter of the inner-tube. 
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Figure 4.3(a). Radial temperature and density profiles of subcritical pressure and low 
outer-jet temperature. 
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Figure 4.3(b) Radial temperature and density profiles of subcritical pressure and high 
outer-jet temperature. 
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Figure 4.3 (c). Radial temperature and density profiles of nearcritical pressure and low 
outer-jet temperature. 
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Figure 4.3 (d) Radial temperature and density profiles of nearcritical pressure and high 
outer-jet temperature. 
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Figure 4.3 (e) Radial temperature and density profiles of supercritical pressure and low 
outer-jet temperature. 
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Figure 4.3 (f) Radial temperature and density profiles of supercritical pressure and low 
outer-jet temperature. 
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An attribute that the temperature profiles in Fig. 4.3 possess is that there are three 

distinct zones where the temperature gradient is fairly small: the core or region near the 

centerline of the jet, the region that defines the flow of the outer-jet, and the far-field 

inner-chamber environment.  The temperatures in these three regions were used to 

compute physical properties such as densities and viscosities, which in turn were used to 

compute quantities such as velocity, momentum, and their appropriate ratios.   

At a given subcritical chamber pressure (i.e., nominally 1.5 MPa, the top row in 

Figs. 4.3 (a) and (b)), both the temperature and density profiles representing the core 

region of the inner-jet at the injector exit area are flat in shape, producing “top-hat” 

density profiles. The profiles then sharply change to quite different values, typical of a 

transition from a liquid to a gas phase, as chamber pressure is raised.  Note that for the 

low outer-jet temperature case (i.e., Fig. 4.3 (a)), and at the measured axial location, this 

constant core temperature value penetrates well beyond the inner-tube radius, up to about 

r/R1 of 2.5, independent of the velocity ratios used.  Under this condition, variations of 

the velocity ratio have little impact on the radial extent of the inner-jet as defined by 

either the temperature or density profiles.  Also, small variations in the outer-jet 

temperature have little effect on the calculated values for densities.  However, at the 

higher outer-jet temperature in Fig. 4.3 (b), the radial extent or penetration of the inner-jet 

is strongly affected by the value of the outer-to-inner velocity ratio, primarily due to the 

increased heat transfer to the inner-jet from the outer-jet, both inside and immediately 

outside the injector.  Note that the outer-jet temperature is controlled manually by 

changes in the liquid nitrogen flow rate to the secondary heat exchanger used to cool the 

outer-jet flow, see Fig. 3.3.  The control over this temperature is somewhat coarse and it 
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is a manual adjustment, which accounts for the variations seen in the outer-jet 

temperatures shown in Fig. 4.3 (a). The variability of the inner-chamber temperature at 

the far field is related to changes in several factors, including mass flow rates of all 

nitrogen streams into the inner-chamber, their respective temperatures, and the length of 

time spent running the experiment, see Fig. 4.3 (b).  Under the higher outer-jet 

temperature shown in Fig. 4.3 (b), the heat exchanger control system was able to 

maintain this temperature at a reasonably constant value and, again, small changes in 

temperature has only a small impact on the calculated densities at this pressure.  

As the chamber pressure is elevated to a near-critical value (i.e., nominally 

3.5 MPa, the middle row of Fig. 4.3, Figs. 4.3 (c) and (d)), the “top-hat” nature of the 

radial density profiles is lost and more rounded shapes are observed, perhaps due to the 

changes in the heat transfer characteristics inside the tube under elevated pressures, 

especially at near-critical pressures.  Additionally, the temperature of the core (of the jet) 

at the centerline is greater than the corresponding temperatures at the subcritical pressure 

discussed above.  The density increase within the outer-jet zone from that of the far-field 

chamber value, especially at lower outer-jet temperature, is larger (~ 15 – 20 kg/m3) and 

more noticeable than that observed under subcritical pressures (see Figs. 4.3 (a) and (b)).  

It is also noted that for the case “T 19” on the plot Fig. 4.3 (c), the temperature at the 

centerline is slightly higher (by approximately 5 K) than all the other cases, causing the 

density profile to exhibit its maximum value at a slightly off-axis radial location.  It is 

believed that the thermocouple traverse plane may have moved off the axis of symmetry 

of the jet. 
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A further increase in chamber pressure to a supercritical condition (i.e., ~4.9 MPa, 

the bottom row of Figs. 4.3 (e) and (f)) leads to an insignificant change in the qualitative 

behavior of the profiles as compared to the 3.5 MPa near-critical pressure data.   Again, a 

strong contrast is seen between the far-field chamber and outer-jet densities, indicating 

the sensitivity of the density to small changes in temperature under this condition.  It is 

also noticed that at all velocity ratios, the value of the centerline temperature at the higher 

outer-jet temperature (Fig. 4.3 (f)) is supercritical (i.e. > 126.2 K), whereas it is 

subcritical for all other cases in Fig. 4.3.  For the lower outer-jet temperature cases, the 

difference in density between the outer-jet region and the far-field value is in excess of 

200 kg/m3, which makes this feature easily observable in images of the jet, but does not 

permit easy and clear distinction of the inner-jet dark-core area. 
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4.3 Flow Visualizations 

Flow visualization of fluid flows allows for both qualitative and sometimes 

quantitative measurements from images.  The discussion in this section will be limited to 

qualitative descriptions of the phenomena observed in the images of the jets. 

4.3.1 Qualitative Behavior of Single Round Jets 

Full characterization of the behavior of single round jets is beyond the scope of 

this work and was done by Chehroudi et al. [24-30].  However, during validation 

experiments of the apparatus, interesting results were obtained from the high-speed 

movies.  As the same injector assembly as the one described in Chapter 3 was used to 

produce all jet flows in this work, a single round jet was produced by turning off the 

outer-jet flow through the coaxial injector. 

Nine sequential frames from the movie of the subcritical single round jet with a 

fixed inter-frame duration of 222 μs and at a subcritical pressure (1.50 MPa) are shown in 

Fig. 4.4.  Visible droplets on the order of 100 to 500 μm are being ejected from the jet.  

Recall that the inner diameter of the inner tube (D1) for this injector is 0.508 mm, and the 

center post (or inner tube) is recessed by 0.5 D1.  The apparent width of the jet at the exit-

plane of the injector is about 0.85 mm, which is larger than the D1.  The increase in exit 

diameter of the jet is attributed to the post recess, which allows the jet to spread before 

being visible downstream of the recessed injector post. 
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The average exit velocity of the jet is 2.2 m/s (Re ≈ 1.2 x 104), determined by the 

mass flow rate and the density calculations.  From the movies, the estimated velocity of 

the droplets in the direction of their motion, leaving the liquid core, ranges from about 

0.75 to 2.2 m/s.  Once a droplet leaves the jet, the drag acting on it slows the droplet to an 

extent that sometimes   the droplet appears to stop entirely in the chamber fluid.  Because 

of the large temperature differences of about 175 K between the chamber fluid and the 

injected liquid, strong droplet vaporization is expected.  The droplets that appear to come 

to a stop eventually evaporate completely and disappear into the chamber fluid.  The 

combination of the motion of the droplet and the evaporation results in a visible wake 

behind the droplets because of the higher density of the wake relative to the chamber 

fluid.  The combination of the droplet and the wake appear to look like a comet (see 

Fig. 4.4).  The estimated droplet ejection angles formed between the jet’s axis of 

symmetry and droplet trajectories vary between 20° and 60°, with an averaged angle of 

about 30°.  Also, occasionally some droplets are ejected from the dark core, which are 

later entrained back into the jet farther downstream. 
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Figure 4.4: Subcritical liquid nitrogen single round jet injected into gaseous nitrogen.
Nine sequential frames, starting at the top left, with a time interval between frames of 
222 μs are shown.  Time increases down the column of images. The chamber pressure 
was 1.50 MPa, and the velocity of the jet was 2.2 m/s.  The acoustic driver is off.  The
scale can be determined from the injector tip outer diameter of 3.18 mm. 
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The vaporizing character of the dark-core of the jet along with the variable-

density shear layer in the same region of space obscures high-contrast visualization of the 

droplet formation details in the periphery of the liquid jet.  However, in the vicinity of the 

injector exit, where the shear layer and the vaporizing region are thin, some information 

on the droplet ejection mechanism is revealed.  Figure 4.5 shows the formation and 

ejection of a droplet from the dark-core liquid surface.  A bulge on the liquid surface in 

the first image (top left) turns into a ligament, protruding from the liquid surface, which 

subsequently shears off forming a droplet.  As the droplet passes through the shear layer 

(or, vaporizing peripheral region of the jet), it becomes more difficult to discern the drop 

until it emerges from the layer.  The wake of the vaporizing droplet is evident, 

particularly in the last row of images in Fig. 4.5. 

The visual appearance of the drop formation is consistent with the 

phenomenological mechanism proposed by Wu et al. [75].  The initial ligament on the 

surface of the liquid jet is formed by a turbulent eddy of the size on the order of the 

integral length scale within the liquid jet that breaks through the surface and is 

subsequently sheared off from the core of the jet. 
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Figure 4.5: Droplet formation and ejection from liquid jet surface.  Fifteen sequential
frames are shown starting at the top left, with a time interval between frames of 56 μs. 
Time increases across a row.  The pressure was 1.50 MPa, and the velocity of the jet was 
2.2 m/s.  The acoustic driver is off. 
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Acoustic excitation of the single jet under subcritical pressures produced 

interesting behavior of the droplets.  Figure 4.6 (a) shows an image of the jet impacted by 

a transverse acoustic field.  The upper edge of the frame is located at about 10 D1 

downstream, and two expanded views of droplets are also shown in Fig. 4.6 (b) and (c).  

As droplets travel away from the jet, a transverse acoustic (fluctuating) velocity is 

imposed on the droplet motion.  Evident in Figs. 4.6 (b) and (c) is a sinusoidal structure 

in the wake of the droplets.  As time passes, droplets are completely vaporized and 

subsequently this wake structure disappears.  In short, consider a droplet moving with 

some mean velocity, as it evaporates it leaves behind a wake that has a greater density 

than that of the chamber fluid, thus making it visible in the images.  When the acoustic 

velocity field exists in the chamber, the observed wake indicates an approximate 

trajectory a given droplet has taken.  Once, the droplet slows down and its mean 

penetration velocity approaches zero, it begins to oscillate with the chamber fluid.  

However, because the mean velocity of the drop is very small (or, approaching zero) at 

that time, the high-density wake is not visible, rather the droplet continues to vaporize 

until the fluid becomes indistinguishable from the chamber fluid. 
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Figure 4.6:  Acoustic wave interaction with subcritical liquid nitrogen single round jet
injected into gaseous nitrogen. The pressure was 1.50 MPa, and the velocity of the jet 
was 2.2 m/s.  The acoustic driver is on at 3.03 kHz, amplitude is about 170 dB.  The top
of the frame is about 10 D1 down stream of the injector exit-plane.. 

(a) 

(b) 

(c) 



89 

 

Upon an increase in chamber pressure to a near, but slightly supercritical 

condition, substantial differences in the behavior of the single round jet are observed.  

Figure 4.7 shows fifteen sequential frames of the single round jet at a pressure of 

3.47 MPa, which is slightly supercritical (Pc of N2 is 3.40 MPa).  Droplets are not 

observed at this pressure, as expected.  Occasionally, a fluid parcel forming from a 

ligament on the surface of the jet would become separated from the core similar to the 

droplet formation scenario observed at subcritical pressures.  However, in contrast to the 

subcritical-pressure droplet formation, the fluid parcel remained at approximately the 

same location until it warms and subsequently disappeared into the chamber fluid, or was 

entrained back into the jet.   
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Figure 4.7:   Near-critical cryogenic nitrogen single round jet injected into gaseous
nitrogen. Fifteen sequential frames, starting at the top left, with a frame-to-frame time 
interval of 222 μs.  Time increases across a row. The pressure was 3.47 MPa, and the 
velocity of the jet was 2.2 m/s.  The acoustic driver is off.   The scale can be determined
from the injector width of 3.18 mm. 
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4.3.2 Qualitative behavior of Shear-Coaxial Jets 

Flow visualization of the shear-coaxial jet provides detailed information on the 

flow structure, in particular, it could provide information about the atomization or 

breakup processes under different operating conditions (spanning sub- to supercritical 

chamber pressures) and on the interaction of the acoustic field with the jet.  For this 

reason, this section is dedicated to cataloguing some of the shear-coaxial jet behavior 

both with and without acoustical excitation. 

Figures  4.8 –  4.10 are sample images of the coaxial jet under different conditions 

discussed in the ensuing paragraphs. The scale presented in Fig. 4.9 is the same as those 

for Figs. 4.8 and 4.10.  One prominent feature of these images is the so-called “dark 

core”, which represents the high-density region of the inner-jet.  In these images, the 

inner-jet has a much higher density than anywhere else in the field, thus the light rays 

passing through this region experience large deflections causing the light rays to not be 

collected by the camera lens, and hence the reason for the dark, black appearance of the 

high-density regions. Details of this process are presented in Davis [76].  In many of the 

conditions, identification of the outer-jet is made difficult because of the low density and 

low density gradient between the outer-jet and the inner-chamber environment.  

However, under some conditions (see Figs. 4.3 (c) and (e) at the low temperature for 

near- and super-critical conditions), the density and the density gradient are large enough 

to easily distinguish the periphery of the outer-jet.  This periphery is made visible in the 

high-speed images presented later in this chapter due to the choice of a new high-

performance camera and improved illumination system. 
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Figure 4.8 shows the visualization of the coaxial jet under a subcritical chamber 

pressure and low outer-jet temperature.  From left to right, in both rows, they correspond 

to cases 1 to 4 in Table 1.  For the top row, Figs. 4.8 (a) to (d), the acoustic driver is off 

and the bottom row, Fig. 4.8 (e) to (h), shows the images corresponding to the same flow 

conditions as the top row but the acoustic driver is turned on.  Images in the same column 

correspond to the same operating conditions and were taken in the same test run.  The 

outer-to-inner jet velocity ratio increases from left to right in Fig. 4.8, while the inner-jet 

velocity is approximately constant.  At the lowest velocity ratio (Fig. 4.8 (a)), the breakup 

of the jets appears to fall into the non-axisymmetric Rayleigh category, and the next 

higher velocity ratio (Fig. 4.8 (b)) is of the membrane-breakup type, even though the 

aerodynamic Weber number is much greater than that observed for water-into-air 

injection by Faragó and Chigier [61].  At the next two higher velocity ratios (Fig. 4.8 (c) 

and (d)), a fiber-type breakup is observed with a pulsating or superpulsating mode.  

Faragó and Chigier [61] describe the pulsating and superpulsating sub-modes of 

atomization as the periodic change in the axial flow direction of the liquid volume 

fraction, which is evident in images by the periodic appearance of dark regions   

downstream of the end of the core.  The exit diameter of the dark core at the injector exit-

plane for case 2 (Fig. 4.8 (b)) is noticeably smaller than the others.  Comparison between 

the diameters of the high-density region defined through temperature measurements in 

Fig. 4.3 (b) and those of the dark core seen in the images at the exit-plane of the injector, 

reveals very similar trends.  Upon an increase in the velocity ratio, the atomization 

process is enhanced, which is qualitatively visible, particularly when viewed in high-

magnification images, from the decrease in the droplet sizes. 
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Comparing the top and bottom rows of images, a clear effect of the acoustic field 

is noticed for all four conditions in Fig. 4.8. The breakup of the dark core of the inner-jet 

is accelerated and large-amplitude wave structures are formed.  From these visualizations 

and the high-speed movies, it appears that, near the injector exit area, the dark core of the 

inner-jet is “pushed out” into the path of the outer-jet flow and is then convected 

downstream away from the injector.  The dark core develops a cusp-like structure at a 

distance from the injector which subsequently separates from the attached region of the 

jet and ultimately disappears, becoming fully mixed with the outer-jet fluid.  A more 

detailed description of the mechanism of interaction of the acoustic wave and the jet is 

given later in this chapter. 

Figure 4.9 shows the impact of the velocity ratio and acoustic field on the coaxial 

jet under the low outer-jet temperature condition.  The relatively low velocity ratio 

condition, which would correspond to Figs. 4.8(a) and (e), is absent from the images 

shown in Fig. 4.9, because that particular condition was unattainable with the 

experimental apparatus used in this study.  As seen in the temperature measurements (see 

Fig. 4.3), the core of the jet also appears thicker under the low outer-jet temperature case.  

The breakup seems to be of the fiber type with a pulsating or superpulsating sub-mode, 

evident from the periodic high-density structures visible in Figs. 4.9 (b) to (d).  The jet 

responds to the acoustic field at all conditions with increasingly dramatic effects at higher 

velocity ratios.  Comparing the linear extent of the dark core for the acoustically-excited 

jets of Figs. 4.9 (f) to (h) with those of Figs. 4.8 (f) to (h) show that it is somewhat longer 

for the former (i.e., the low outer-jet temperature case). 
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Figure 4.8: Shadowgraph images of coaxial jet at subcritical chamber pressure (~1.5MPa)
and at the high outer-jet temperature (~ 190 K) corresponding to cases 1 – 4 listed in 
Table 4.1 from left to right.  The acoustic driver is off for images in the top row and on
for the bottom row at ~3 KHz.  The velocity ratio is the same for each column and 
increases from left to right. 
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Figure 4.9: Shadowgraph images of coaxial jet at subcritical chamber pressure (~1.5MPa)
and low outer-jet temperature (~ 140 K) corresponding to cases 13 – 15 listed in 
Table 4.1 from left to right.  The acoustic driver is off for images in the top row and on
for the bottom row at ~3 KHz. The velocity ratio is the same for each column and 
increases from left to right. The lowest flow rate condition was unattainable
experimentally. 
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Figure 4.10:  Shadowgraph images of a coaxial jet at nearcritical chamber pressure (~3.5 
MPa) and at a high outer-jet temperature (~ 190 K) corresponding to cases 5-8 listed in 
Table 4.1 from left to right.  Images in the top row the acoustic driver is off, and the 
bottom row the acoustic driver is on at ~3 KHz.  The velocity ratio increases from left to
right. 
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Shadowgraph images of the coaxial jet at a near-critical (but slightly supercritical) 

chamber pressure (~ 3.5 MPa) are shown in Fig. 4.10, and are arranged with the same 

format and scale as those in Figs. 4.8 and 4.9.  Droplets that were clearly detected under 

the subcritical chamber pressure are not present as expected (see Chehroudi et al. [27]).  

The length of the dark-core decreases significantly as the momentum flux ratio is 

increased from less than unity (Fig. 4.10 (a)) to greater than one (Figs. 4.10 (b) to (d)).  

For the higher momentum flux ratio (and velocity ratio) the shape of the dark core 

changes from cylindrical to conical.  The conical shape of the core was observed only for 

shear-coaxial jets that were at supercritical chamber pressures.   

Judging solely from the dark region of the jet, the effects of the acoustic field are 

less pronounced.  However, from the high-speed movies taken with the Phantom camera 

and shown in the fourth row from the top of Fig. 4.11, the oscillation of the jet is quite 

visible due to the increased framing rate and the improved illumination arrangement, 

which allowed the outer-jet boundaries to be visualized.  Figure 4.11 is composed of ten 

consecutive frames acquired from high-speed movie of the jet.  The first and second, the 

third and fourth, and the fifth and sixth pair of rows are at sub-, near-, and supercritical 

chamber pressures, respectively.  In the first, third, and fifth rows the acoustic driver is 

off, and in the second, fourth, and sixth rows it is on at approximately 3 kHz.  The 

framing rate was 18 kHz, producing a time interval of 55.6 μs between the frames.  

Previously reported observations by Davis and Chehroudi [32] that the effect of the 

acoustic field was less under near- and supercritical pressures are still valid.  However, 

the jet oscillations in the acoustic field under near- and supercritical conditions seen in 
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Fig. 4.11 (using high-framing-rate camera) were not previously detected because of the 

low-framing–rate camera used in the early report [32]. 

Not immediately obvious in Fig. 4.11, but seen when played as a movie, the 

structures in the far-field background of the frame begin to oscillate laterally at the same 

frequency of the acoustic driver.  One can measure the magnitude of these velocity 

fluctuations from the movies.  Assuming that the acoustic wave in the chamber is a plane 

wave, the estimated pressure fluctuations from these measurements agreed with 

previously-measured pressure fluctuations.  Details of the quantitative velocity 

measurements are discussed later in this chapter.  

Surprisingly, at the subcritical pressures, the top two rows of Fig. 4.11, droplets 

are not visible, something one might expect to see under subcritical pressures.  The 

inability to visualize droplets can be attributed to several factors.  First, the resolution of 

the images is low, and only the largest droplets would be visible.  However, because of 

the high velocity ratio, about 9.1, atomization is expected to be quite good and only small 

droplets would be produced.  Also, the temperature of the outer-jet is about 96 K warmer 

than the inner-jet, which produces rapid vaporization of these small droplets. 



99 

 

 

 

 
 

O
FF

 
O

N
 

SU
B

C
R

IT
IC

A
L

 P
~1

.5
M

Pa
 

O
FF

 
O

N
 

N
E

A
R

 C
R

IT
IC

A
L

 P
~3

.5
M

Pa
 

O
FF

 
O

N
 

 
SU

PE
R

C
R

IT
IC

A
L

 P
~4

.9
M

Pa
 

 

Figure 4.11:  Consecutive frames from high-speed shadowgraph images of case 3, 7, and 
11 (from Table 4.1 ) with the acoustic driver turned on and off.  Time increases from left
to right with an interval of 55.6 μs between frames.  The first two rows are at a subcritical
chamber pressure (~ 1.5 MPa, case 19 of Table 4.1 ), the third and fourth rows are at a 
near-critical chamber pressure (~ 3.5 MPa), and the fifth and sixth rows are at a
supercritical chamber pressure (~ 4.9 MPa).  The acoustic driver is off for the first, third, 
and fifth rows and on for the second, fourth, and sixth at ~ 3 kHz. 
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4.4 Characterization of Acoustic Wave – Jet Interaction Mechanism 

As seen from the images in the previous section, the acoustic waves can have a 

profound effect on the behavior of the jet.  The intent of this section is to document and 

characterize this interaction. 

4.4.1 Acoustic Pressure Measurement 

Pressure measurements were made under warm, ambient temperature conditions 

in the inner-chamber with a piezoelectric pressure transducer described in Chapter 3.  The 

pressure transducer was traversed through the inner-chamber in order to map the 

variations of the acoustic pressure in the chamber at the first resonance frequency of 

2.80 kHz under these conditions.  Figure 4.12 is a plot of the root-mean-square (RMS) 

amplitude of the acoustic pressure variations in kPa on the left axis, and in dB using the 

standard reference pressure of 20 μPa on the right axis, versus the transverse distance 

measured from the centerline of the jet at the static chamber pressure of 1.49 MPa.  The 

acoustic driver is located on the left side of the jet in this figure.  Because of the limited 

range of the micrometer used for traversing the pressure transducer, and in order to be 

able to map the entire range of the inner-chamber, it was necessary to use a spacer bar.  

The right and left edges of the inner-chamber window are indicated by the dashed vertical 

lines, and for visual aid, the outer diameter of the injector’s outer tube is indicated by the 

dotted vertical lines.   

The mode shape suggested by the RMS of the acoustic pressure is not a pure 

standing wave arising from a sinusoidal source.  The acoustic field shows some 
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asymmetry which can be seen through differences in the peak values.   The amplitude of 

the acoustic pressure is large and finite everywhere that it was measured ranging from 2% 

to 7% of the chamber pressure, suggesting a potential for nonlinear wave effects.  The 

injector is located at the minimum amplitude of the acoustic pressure field of about 183 

dB.  There is a step in the internal chamber where the inner-chamber window is attached 

to the mounting hardware. Kinsler et al. [77] state that the normal modes of an enclosure, 

which were based on the linear acoustic theory, can be altered significantly by changing 

the shape of the enclosure.  The wavelength (λ) measured as the distance between the 

local maxima on either side of the injector is 69 mm, which is much larger than the 

characteristic length of the injector (λ / D1
 ≈ 135), placing this in the long-wavelength 

limit. 
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Figure 4.12:   Variations of the RMS of acoustic pressure oscillations (in kPa on the left 
axis, and in dB on the right axis) along the length of the inner-chamber.  The static 
chamber pressure was 1.49 MPa, and the temperature was ambient ~300K. The acoustic 
driver is located at the far left position. 
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It was found that if the acoustic driver operated at power levels below the 

maximum available with the equipment used in this work, the effects of the acoustic field 

on the jet were greatly reduced or not discernable.  A plot of the RMS amplitude of the 

acoustic pressure oscillations at the first resonance frequency of the inner-chamber with 

chamber pressure is shown in Fig. 4.13.  The acoustic driver was operated at its 

maximum power setting for the data in this figure as well as all data acquired in this 

work.  In Fig. 4.13,  the transverse position of the piezoelectric pressure transducer was 

1.75 mm away from the jet centerline on the right side of the injector (using Fig. 4.12 as 

the reference for right and left sides).  The reduction in the RMS of the acoustic pressure 

oscillations with an increase in chamber pressure was due to increased density of the 

chamber fluid considering that a constant input power was supplied to the driver.  Details 

of this statement are discussed in section 4.4.3 below. 
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4.4.2 Acoustically-Driven Mode of the Shear-Coaxial Jet 

The oscillatory mode of the jet was expected to be three dimensional and possibly 

helical by inspection of the movies of the type used to construct Fig. 4.11.  Many 

phenomena in nature are three dimensional, and a natural instability mode of a jet can be 

helical.  Particularly in this case, the “cusp-shaped” structures, formed from the dense 

dark-core fluid when approaching the shear layer between the outer-jet and the chamber 

fluid, suggested that the mode may be helical.  Movies of the acoustically-excited jet, 

viewed perpendicular to the acoustic velocity direction, can only capture a portion of the 

information.  An analogy, albeit crude, can be made to that of a spinning string.  If one 

holds a given length of a string at one end and spins it (helically), while looking only 

perpendicular to the length of the string with one eye closed (to eliminated depth 

perception), then the string would appear to have a “cusp-like” structure.  However, upon 

oscillating the end of the string with a “back and forth” motion (as opposed to spinning) 

and viewing the string in the same manner, the “cusp-like” structure is not observed.  

Only by looking at the string with both eyes open is that the true behavior of the string is 

revealed.  Therefore, it was necessary to view the jet with two synchronized high-speed 

cameras to reveal the true modal behavior of the jet. 

The two phantom cameras were synchronized, oriented orthogonal to one another 

as described in Chapter 3, and then images of the jet were taken.  One camera viewed the 

jet perpendicular to the acoustic velocity fluctuations and the other parallel, or pointed 

into the acoustic velocity direction.  Figure 4.14 consists of twelve sequential images in 
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each column, with direction of increasing time indicated by the arrows.  The images in 

columns one and two show results for when the acoustic driver is off, and columns three 

and four indicate results when the acoustic driver is turned on at 3.03 kHz.  In each row, 

the images in columns one and two are taken at the same time.  Similarly, the images 

within the same row in columns three and four are taken simultaneously.  The images in 

columns one and three view the jet perpendicular to the acoustic velocity fluctuations, 

and columns two and four see the jet parallel to it.  The images taken perpendicular to the 

acoustic velocity fluctuations (columns one and three) are shadowgraphs, but images 

viewed in the parallel direction are forward-illuminated. A different light configuration 

for the parallel case was required because of the location of the acoustic driver which was 

blocking the optical access for back-illumination.  This accounts for the differences in the 

background and the outer-jet region of the flow seen between the two cases in Fig. 4.14. 

The chamber pressure of the jet in Fig. 4.14 was 1.57 MPa (subcritical).  In these tests, it 

was necessary to reconfigure the chamber by replacing the traversing thermocouple 

assembly with a window in its opening to view the jet in the direction parallel to the 

acoustic velocity.  Therefore, no exit-plane temperature measurements were made and 

consequently the values for density, velocity ratio, and momentum flux ratio are not as 

accurate as the other measurements reported in this work. The outer-to-inner-jet velocity 

ratio and momentum-flux ratio are estimated to be 10.4 and 4.6, respectively. 

Comparing the jets in the first two columns of Fig. 4.14, with the acoustic driver 

off, periodic structures in the jet are visible, which are associated with the pulsating or 

superpulsating sub-mode of atomization in both viewing directions.  However, upon 

exciting the jet, a large-scale sinusoidal structure of the dark core was observed only 
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when viewed perpendicular to the acoustic velocity direction.  Viewing the jet in the 

parallel direction does not reveal the same large-scale oscillations of the core.  This 

suggests that oscillatory motion of the jet is predominantly in the direction of the acoustic 

velocity direction and no helical mode exists.  Some three-dimensional movement of the 

core does occur, but these motions do not take place in the same periodic manner as do 

the jet oscillations in the direction of the acoustic velocity.  The large-scale oscillations of 

the dark core seen in the third column of Fig. 4.14 are periodic and correspond to the 

acoustic driving frequency. 
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Figure 4.14: Synchronized images viewed both perpendicular and parallel to acoustic 
velocity direction. Columns 1 and 2 acoustic driver is off, 3 and 4 on at 3.03 kHz.   
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By changing the driving frequency to the second resonance frequency of the 

inner-chamber a decrease in the wavelength defined by the core of the jet is observed.  

Figure 4.15 is composed of six sequential frames taken at 18 kHz of the shear-coaxial jet 

at the same conditions with the acoustic driver turned off in the first column, on at 

2.98 kHz in the second column, and on at 5.16 kHz in the third column.  A wavelength, 

Λ, can be defined as the distance between the peaks of the sinusoidal structure formed by 

the dark core of the jet.  When the frequency of the acoustic driver was increased to the 

second resonance mode, the wavelength, Λ, of the dark core decreased.  For the images a 

wavelength could be identified from the core of the jet, the mean wavelength was always 

shorter for the higher frequency mode than the lower one. 

The characteristic time for a fluid particle to move from one peak to the next 

peak, τΛ, should be given by the distance traveled, which is approximately, Λ, divided by 

some characteristic velocity, u.  The acoustic time scale is given by the time period for 

one cycle, f -1, or inverse frequency.  If indeed the acoustic driving force is the cause for 

the oscillation of the core, the ratio of these two time scales, a Strouhal number, 

St = Λ f / u, should be unity.  A difficulty with this relationship is the determination of an 

appropriate velocity scale, u.  In the absence of such a velocity scale, a ratio of St 

evaluated at two frequencies at the same velocity conditions of the jet, should be 

constant.  Measuring Λ from the images is not always easy to perform, particularly at 

near- and supercritical chamber pressures.  Therefore, measurements were made from the 

subcritical pressure jets from 30 images where the wavelength could be measured on 

most images to within ±10 pixels accuracy.   
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Figure 4.15: Consecutive images framed at 18kHz of case 3 of Table 4.1. Column 1 
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Figure 4.16 is a ratio of the St for the jet at the same flow conditions, evaluated at 

the second resonance frequency to that of the first resonance frequency.  As described 

above, this ratio should be a constant if the acoustic driver is controlling the oscillation of 

the core.  The error bars on the figure represent the nth order uncertainty analysis (as 

described in the beginning of this chapter) for 30 images taken at a 10 Hz sampling rate 

while the jet was excited at the two resonance frequencies of the inner-chamber.  

Although this only represents two frequencies and results carry large error bars, with the 

exception of one point, the ratio of the averaged St evaluated at the two frequencies is 

constant (mean value of  ~1.4) at various velocities of the jet to within ± 25%. 
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4.4.3 Acoustic Velocity Measurements 

When viewing the movies of the jet, one can visually track fluid structures, 

possibly suggesting that velocity can be measured from these consecutive images.  These 

structures in the fluid could be treated as though they were seed particles such as usually 

done with particle imaging velocimetry (PIV) or molecular tagging velocimetry (MTV).  

Velocity from unseeded flows has been attempted previously by Okamoto at al. [72] 

using a spatial cross-correlation between shadowgraph frames to determine motion, and 

ultimately velocity.  

To compute velocity, the displacement of a fluid structure (i.e., Δx or Δy) and a 

time interval (Δt) between frames are required.  Velocity is then simply approximated by 

Δx/ Δt.  A difficulty arises in obtaining the displacement of the fluid for an unseeded 

flow.  From the movies taken in this work, structures are visible in the background and in 

the jet.  Using a spatial cross-correlation (Eq. 4.3) between consecutive frames, these 

structures, which may or may not be identifiable to the human eye, can serve as particles 

from which displacements can be measured.  However, the difficulty is that, unlike solid 

particles, fluid particles have the ability to dilate in addition to translation and rotation.  

Additionally, the shadowgraph is a line integral technique.  Thus it not only obtains 

information from a very narrow slice of the flow field similar to PIV, but also collects 

data from the entire depth of field. 
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Where, 

 f is the region of interest in the first image of size n x m pixels,  
 g is the region of interest in the second image of size n x m pixels, 
 p and q are the displacement of the n x m window in the second image in the x 
         and y directions, and  
 R is the value of the spatial cross-correlation.  

 

The method for determining the displacement at a given location starts with 

selecting an n by m region of interest (ROI) in an image (named, source window) 

centered at that location.  Next, a region of interest of the same size in an image taken at a 

later time, but displaced from the first image ROI (or, source window) by (p,q) (named, 

search window) is selected, and a correlation coefficient, Rp,q, is computed.  This process 

is repeated for various p,q combinations, moving the search window, creating a spatial 

cross-correlation for each p,q pair.  The location of the maximum of the spatial cross-

correlation (p1 , q1)  for the interrogation  domain,  is assumed to correspond to the 

displacement of the fluid particle (i.e., Δx = p1 and Δy = q1).  The attainable maximum 

resolution is ±1 pixel, although some authors [78] performing similar MTV 

measurements have reported subpixel accuracy by fitting high-order polynomials to the 

spatial cross-correlation space.  However, in this work no physical reason presents itself 

to justify that the spatial cross-correlation space should vary as a high-order polynomial 

for improvement of the measurement accuracy. 
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Initially, the movies used to measure velocities were of low resolution (128 x 256 

pixels) images because of the high-framing rate (18 kHz) and the limitations of the 

Phantom v.5 camera.  Also, the available camera lenses used with this camera produced a 

scale for the image that was equal to 19.2 pixels per mm.  The cross-correlation 

technique, described above, was applied to the acquired movies, a frame of which is 

represented by the image in Fig. 4.17 (a).  Small boxes drawn on this image, each 

indicates a source box at which frame-to-frame fluid displacement was measured by 

calculation of the cross-correlations.  The spatial cross-correlation space for the fifth 

source window from the left in Fig. 4.17 (a) is shown in Fig. 4.17 (b).  To obtain reliable 

estimates of the displacements, it is necessary to have a strong gradient in cross-

correlation space in two orthogonal directions.  The spatial cross-correlation space shown 

in Fig. 4.17 (b) possesses the strongest gradients of all the source windows shown in 

Fig. 4.17.  The shape of the spatial cross-correlation space indicates that only the 

transverse direction, the direction of the acoustic velocity, possesses a strong gradient, 

and thus the displacement measurements in that direction is reliable.  It should also be 

mentioned that in PIV and MTV work, the spatial cross-correlation values are lower than 

what is obtained here.  Nearly all values of the spatial cross-correlations for reasonable 

search distances is greater than 0.9.  Generally, in a PIV approach, the field is illuminated 

with a laser sheet, producing images by elastic scattering from the particles.  The 

resulting images are mostly black (low gray scale values), with some white particles 

(high gray scale values) producing typically lower values of the spatial cross-correlations.  

The images here, however, have intensities spanning the entire dynamic range, and 

correlating gray with gray yields higher spatial cross-correlation values. 
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Figure 4.17:  An image frame from a movie with boxes indicating the locations of the 
source windows for the spatial cross-correlation calculations (a), and (b) shows the 
spatial cross-correlation space for the fifth source window from the left in (a).   
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The transverse velocity measurements obtained from a sequence of images in a 

high-speed movie like that shown in Fig. 4.17 resulted in displacements with a very 

limited range, that is, -1 to 1 pixel.  This is due to the resolution, field of view, and 

sampling time of the image frames.  A balance between this range of motion and the 

sampling frequency needs to be made.  On one hand, large displacements from longer 

times between frames enhances the dynamic range of the velocity measurement, but, on 

the other, it increases detection noise due to more distortion of fluid structures.  

Alternately, decreasing the sample time decreases the noise in velocity measurements, 

but can severely limit its dynamic range. 

Despite the low dynamic range of the transverse velocity, a Fourier transform 

(128-point fast-Fourier transform (FFT) of the transverse velocity signal) was performed 

on the velocity.  A power spectrum normalized by the dc component is shown in 

Fig. 4.18 for the first two resonance modes of the chamber at (a) 3.06 kHz and (b) 5.16 

kHz, respectively.  Evident from the large peak of the power spectrum is that the 

transverse velocity in the chamber responds to the acoustic driver at the same frequency, 

see Fig. 4.18 (a).  At the higher resonance mode (Fig. 4.18 (b)), a measurable peak is 

observed at the driving frequency of 5.16 kHz.  The sampling frequency (i.e., the image 

framing rate) was 18 kHz, resulting in only about 3.5 samples per cycle at 5.16 kHz.  

Consequently, a small peak due to aliasing appears at half the driver frequency.   
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Figure 4.18: Power spectrum of the transverse velocity signal normalized by the dc
component.  The acoustic driver frequency was (a) 3.06 kHz and (b) 5.16 kHz,
respectively. 
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Upon obtaining a Phantom v.7 camera, which has enhanced resolution at higher 

framing rates and a lens capable of increasing the magnification, the dynamic range of 

the velocity measurements was increased without suffering increased detection noise in 

the velocity signal.  Additionally, the spatial cross-correlation space improved by 

showing a stronger gradient in two orthogonal directions.  Figure 4.19 is the spatial cross-

correlation space of the increased magnification and resolution image.  This configuration 

gives an image scale of 62.4 pixels per mm, an increase of more than three times over the 

image shown in Fig. 4.17 (a).  Improvements in the dynamic range of the transverse 

velocity measurements resulted in increased range of displacement to ±4 pixels, at the 

same 18 kHz sample rate for subcritical jet, at the expense of a decreased field of view.  

From these improved velocity measurements, it was estimated that the fluid element 

displacements can be measured to within ±1 pixel.  The source window was selected to 

be square in shape and its size for the rest of the velocity measurements was 21 by 21 

pixels.  A study of the size of the square source window was done by varying its 

dimension from 3 by 3 pixels to 33 by 33 pixels.  Once the size of the square was greater 

than 15 by 15 pixels, the velocity signal, in the form of displacements, did not change by 

more than the ±1 pixel.  The source window size for the rest of the velocity 

measurements was then set at 21 by 21 pixels.  Rectangular pixel windows were not 

investigated. 
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From displacement measurements of chamber fluid elements, the transient start-

up phase of the acoustic driver was captured.  Figure 4.20 shows the start-up transient of 

the transverse velocity fluctuations of the chamber fluid for, (a) a subcritical chamber 

pressure of 1.49 MPa and, (b) for a near-critical chamber pressure of 5.36 MPa.  The 

positive velocity points in the direction of the push stroke of the acoustic driver (i.e., left 

to right in Fig. 4.12), and the negative velocity direction is in the pull stroke.  At the 

subcritical pressure (Fig. 4.20 (a)), the behavior of the acoustic velocity resembles that of 

a transient pressure trace for the onset of a combustion instability, resulting in a limit-

cycle.  A bias in the maximum amplitude exists in the positive direction by equivalent of 

one more pixel of motion in the images.  Because the uncertainty of the measurement is 

±1 pixel, the conclusion from this observation is not certain.  However, at times greater 

than about 23 ms after the start of the acoustic driver, the measured amplitude does not 

change.  At the near-critical chamber pressure (Fig. 4.20 (b)), the transverse velocity 

range is reduced to the equivalent of ±1 pixel.  Although the same optical arrangement 

was used at both pressures, most likely the amplitude of the acoustic wave was reduced at 

higher pressures, a subject further discussed in the next section.  The first observable 

motion at both pressures, however, occurs within one frame of each other, at 

approximately 2.17 ms after the start of the acoustic driver. 
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Figure 4.20: Transient transverse velocity after start of the acoustic driver, at chamber
pressures of (a) 1.49 MPa and (b) 3.56 MPa, respectively.  The acoustic driver frequency 
was (a) 3.01 kHz and (b) 3.04 kHz, respectively. 
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Because of the limited dynamic range of the system at the higher pressure 

conditions, the analysis of the velocity was restricted to a subcritical pressure.  

Figure 4.21 is the transverse velocity signal measured at an axial distance of 1.4 D1 

downstream of the injector exit-plane and at transverse distances measured from the jet 

centerline of 4.86 D1 (in the chamber fluid), 2.24 D1 (at the edge of the outer-jet), and 

0.73 D1 (at the edge of the inner-jet), moving toward the acoustic driver.  These 

measurements were made from the same movie used to make the measurements in 

Fig. 4.20 (a), except about 100 ms after the limit cycle behavior was established.  The 

transverse velocity measured in the chamber fluid (Fig. 4.21(a)), far from the influence of 

the jet, appears to be sinusoidal in nature.  However, the velocities measured at the edge 

of the outer- and inner-jets, Figs. 4.21 (b) and (c), respectively, have a certain level noise 

superimposed on the sinusoidal variations, which is possibly due to the jet turbulence. 
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Figure 4.21: The instantaneous transverse velocity measured at 1.4 D1 downstream of 
injector exit-plane, at progressively closer radial distances to the injector centerline: (a) 
4.86 D1 from the centerline of the jet in the chamber fluid, (b) 2.24 D1 from the centerline at 
the edge of the outer-jet, and (c) 0.73 D1 from the centerline at the edge of the inner-jet. 
The chamber pressure was 1.49 MPa. 
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Within the uncertainty of the measurements, the mean of the three transverse 

velocity signals shown in Fig. 4.21 is zero.  The root mean square (RMS) of the 

transverse velocity (VRMS) variations plotted versus the transverse position (x) is shown in 

Fig. 4.22.  The RMS transverse velocity in the chamber fluid is lower than what is 

measured at the edge of either the outer-jet or inner-jet.  It appears that VRMS at the edge 

of the inner-jet is the largest, but, to within the uncertainty of the measurement, it can not 

be reliably determined to be different from the VRMS at the edge of the outer-jet. 
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Figure 4.22:  RMS of the velocity signal variations with transverse direction (x).  The 
error bars on the figure correspond to the nth order uncertainty as described in the 
beginning of chapter 4.  The vertical gridlines are the four important radii of the shear-
coaxial injector.   The chamber pressure was 1.49 MPa. 
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The power spectra of the three velocity signals in Fig. 4.21, computed from a 128 

point FFT, are shown in Fig. 4.23.  All of the power spectra in Fig. 4.23 are normalized 

by the value at the peak value of the power spectrum of the velocity signal measured in 

the chamber fluid (Fig. 4.23(a)), located at the acoustic driver frequency. Evident in the 

power spectra is the fact that the maximum energy is contained at the frequency of the 

acoustic driver.  The magnitude of the peak at the acoustic driver frequency increases at 

both the edge of the outer-jet and the edge of the inner-jet by about 1.75 and 2.8 times 

greater than that of the chamber fluid, respectively.  A second harmonic peak is observed 

also in the power spectrum of the velocity signal measured at the edge of the outer-jet 

(Fig. 4.23 (b)), which is believed to be due to the noise and is not seen in the other 

spectra. 

Analysis of the complex portion of the FFT allowed for phase angle determination 

between the velocity signals.  At the axial distance of 1.4 D1 downstream of the injector 

exit-plane, the phase angle difference calculated between velocity signals at the 

frequency of maximum peak in the power spectra (i.e., the acoustic driver frequency) in 

the chamber fluid (x/D1 = 4.86) and at the edge of outer-jet (x/D1 = 2.24) was 155°, and 

the phase angle difference between the velocity measured in the chamber fluid and at the 

edge of the inner-jet was 70°.  At this axial location, this indicates that the transverse 

velocities measured within the chamber fluid and at the edge of the outer-jet are almost 

completely out of phase.   
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Figure 4.23:  Power spectra of the acoustic velocity signals shown in Fig. 4.21 at distances 
from the centerline of the jet of: (a), 4.86 D1 in the chamber fluid; (b), 2.24 D1 at the edge 
of the outer-jet; and (c), 0.73 D1 at the edge of the inner-jet.  The chamber pressure was 
1.49 MPa. 
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Using the information from the measured variations of the acoustic pressure with 

chamber pressure shown in Fig. 4.13, the acoustically-induced velocity amplitude was 

computed by taking advantage of the simple relationship from linear acoustic theory for 

plane waves as shown in Eq. 4.4, using the characteristic acoustic impedance (ρ c).  In 

complicated geometries, where the wave may not be planar and with nonlinear acoustics, 

there is no guarantee that the relationship in Eq. 4.4 will be valid [77].  However, 

continuing along with this assumption, and using a relationship, derived in Kinsler et 

al. [77], between the averaged (integrated over one time period) energy density (E, 

energy per unit volume) and the acoustic velocity amplitude shown in Eq. 4.5, one arrives 

at a possible explanation for the decay in amplitude of the acoustic pressure with 

increases in chamber pressure.  Note the volume of the chamber and the supplied power 

to the acoustic driver were constant in this work.  Therefore, from Eq. 4.5, one expects 

that the amplitude of the acoustic velocity to decrease with ρ -0.5. 

 

 

 

Where, 

 P  is the amplitude of the acoustic pressure, 
 U  is the amplitude of the acoustic velocity, 
 ρ  is density,  
 c  is the speed of sound, and 
 E  is the integrated energy density over one time period. 

P = ρ cU (4.4)

E = ρ U 2 / 2 (4.5)
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Figure 4.24 presents the acoustic velocity computed from two different methods: 

first, the pressure measurements (the circle symbols) and using Eq. 4.4, and second, the 

velocity measurement approach described earlier using images (the square symbols) with 

examples shown in Fig. 4.20.  The solid line is a curve fit to velocity amplitude, which is 

Eq. 4.5 with the addition of a constant (κ ) to account for the nonlinear and non-plane-

wave effects and using the energy and the constant κ as the parameters.  The dashed line 

is the curve fit to the same equation, but with a different energy and constant term for the 

velocity amplitudes measured from images. 

It appears that the proposed functional form describes the decay of the velocity 

amplitude with increased chamber density as estimated through pressure measurements, 

see Fig. 4.24.  However, the velocities measured from the images are somewhat lower. 

This is considered not a surprising effect because estimated velocities from the pressure 

measurements were performed under room temperature and computed using a linear 

theory.  Because of the low dynamic range and the displacement uncertainty of ±1 pixel, 

the higher-density point in Fig. 4.24, calculated using the velocity information in 

Fig. 4.20 (b), has a rather large uncertainty.  Considering the velocity measurements from 

the images as a closer representation of the true values, estimates of the momentum of the 

acoustic wave can now be made, with E and κ being 33 J/m3 and -0.85 m/s, respectively.  

The estimation of the acoustic velocity should not be extrapolated to chamber densities 

outside the range measured here. 
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Figure 4.24:  Amplitude of the transverse acoustic velocity fluctuations from the chamber
pressure measurements (circle symbols) and directly measured from the images (square
symbols).  The solid and dashed lines represent curve fits using the equation indicated in 
the figure. 
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The estimates of the acoustic wave momentum flux (ρU 2), based on the chamber 

density and the computed amplitude of the acoustic velocity from images are shown in 

Fig. 4.25, plotted against the outer-to-inner jet momentum flux ratio. Also, the ratio of the 

acoustic momentum flux to that of the inner-jet and the outer-jet are shown in Fig. 4.26 

and Fig. 4.27, respectively.  The momentum flux of the inner-jet is essentially constant at 

a given pressure for the conditions tested in this work, hence explaining the similar 

appearance of Figs. 4.25 and 4.26.  A decreasing trend seen in the acoustic-to-outer-jet 

momentum flux ratio with increases in the outer-to-inner momentum flux ratio is 

primarily due to increase in the outer-jet momentum flux. This plot is shown for ease of 

comparison between the momentum flux of the acoustic wave and that of the outer-jet.  It 

is evident from these figures that the amplitude of the acoustic velocity fluctuations is 

highest at the lowest pressure conditions (i.e., low chamber density).  This is consistent 

with the observed qualitative effect of the acoustic waves on the jet.  The acoustic 

momentum flux is about an order of magnitude larger at the subcritical pressures than 

that under the supercritical pressure (see Fig. 4.25) 
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Figure 4.25:  Variation of acoustic momentum flux (ρU 2) with the outer-to-inner jet 
momentum flux ratio.  The words sub, near, and super in the figure inset correspond to
subcritical, near-critical, and supercritical chamber pressure, respectively.  The words
“high” and “low” in the figure inset are for the nominal high and low outer-jet
temperature cases.  The hollow diamond symbols (“Sub, High”) are cases 1-4; the hollow 
circles (“Near, High”) are case 5-8; the hollow triangle symbols (“Super, High”) are cases
9-12; the solid diamond symbols (“Sub, Low”) are case 13-15; the solid cycle symbols 
(“Near, Low”) are cases 16-19.  The case numbers correspond to Table 4.1. 
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Figure 4.26:   Variation of the ratio of acoustic momentum flux (ρU 2) to the momentum 
flux of the inner-jet with the outer-to-inner jet momentum flux ratio.  The words sub, 
near, and super in the figure inset correspond to subcritical, near-critical, and 
supercritical, respectively.  The words “high” and “low” in the figure inset are for the
nominal high and low outer-jet temperature cases.   The hollow diamond symbols (“Sub,
High”) are cases 1-4; the hollow circles (“Near, High”) are case 5-8; the hollow triangle 
symbols (“Super, High”) are cases 9-12; the solid diamond symbols (“Sub, Low”) are
case 13-15; the solid cycle symbols (“Near, Low”) are cases 16-19.    The case numbers 
correspond to Table 4.1. 
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Figure 4.27:   Variation of the ratio of acoustic momentum flux (ρU 2) to the momentum 
flux of the outer-jet with the outer-to-inner jet momentum flux ratio. The words sub, near, 
and super in the figure inset correspond to subcritical, near-critical, and supercritical, 
respectively.  The words “high” and “low” in the figure inset are for the nominal high and
low outer-jet temperature cases.   The hollow diamond symbols (“Sub, High”) are cases
1-4; the hollow circles (“Near, High”) are case 5-8; the hollow triangle symbols (“Super, 
High”) are cases 9-12; the solid diamond symbols (“Sub, Low”) are case 13-15; the solid 
cycle symbols (“Near, Low”) are cases 16-19.  The case numbers correspond to 
Table 4.1. 
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4.4.4 Acoustic Wave Jet Interaction Mechanism 

Using the data and observations presented in the previous sections, a picture of 

the interaction mechanism between the jet and the acoustic wave can now be presented.  

Figure 4.28 presents 13 consecutive images of the shear-coaxial jet framed at 18 kHz.  

These images were taken from the same movie and test run used to construct the third 

column of Fig. 4.14.  The chamber pressure was 1.57 MPa, and the acoustic driver 

frequency was set at 3.03 kHz.  The velocity ratio and momentum flux ratio were 10.4 

and 4.6, respectively.  The eight horizontal arrows in each image represent the direction 

and magnitude of the acoustic velocity estimated by visual inspection from the movie. 

The arrows were not computed by the spatial cross-correlation technique, because of the 

lower resolution of these images, which was necessary in order to have a larger field of 

view.  As a visual aid, the two vertical lines near the center of each frame indicate the 

extent of the inner diameter of the inner tube, D1.  The curves starting at the edge of the 

outer-jet represent the averaged boundary, delineating the extent of the outer-jet   with no 

acoustical excitation.  These lines were determined by applying a variance filter, which 

uses a 7x7 region of interest (ROI) which computes the variance of the ROI then replaces 

the center pixel with the variance for that particular ROI.  The texture of the outer-jet 

fluid is different from the chamber fluid and the inner-jet.  The variance filter converts 

what the human eye perceives as texture (vaguely defined) and converts it to intensity 

variations.  The reader is referred to Russ [79] for more details on image textures.  Two 

hundred variance images of the jet without acoustic excitation were averaged from which 

a line denoting the boundary can be easily distinguished.  These averaged outer-jet 
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boundaries were then superimposed in the form of the curves drawn at the edge of the 

outer-jet starting from the injector tip. 

Qualitatively speaking, fluid structures may be tracked sequentially in time.  

Starting in the first frame of Fig. 4.28, a bold circle is drawn around a fluid structure at 

the interface between the inner and outer-jets near the injector tip.  In the second frame, 

the bold circle from the first frame is redrawn at the same position, but not in bold, and a 

bold circle is then drawn around the updated location of the same fluid structure, initially 

identified in frame number one, with a bold arrow connecting the centers of the two 

circles.  This process is then repeated for consecutive frames with the bold circle and 

arrow denoting the movement from the last frame for  the same fluid structure, until the  

structure is no longer distinguishable, which in this case occurs after about the tenth 

frame.  In the fifth frame, a second fluid structure on the left side of the core is identified 

and tracked in the same manner. 

By tracking a given fluid structure, identified by the circles in Fig. 4.28, a 

trajectory can be constructed.  Despite reversal of the acoustic velocity in the chamber 

fluid several times, indicated by the direction of the horizontal arrows, the trajectory of a 

fluid feature on the dark core of the jet shown in Fig. 4.28 does not exhibit a periodic 

pattern.  Recall from section 4.4.3 that there is a phase difference between the transverse 

velocity measured in the chamber fluid (sufficiently away from the jet) and that at the 

edge of the core of about 70° at an axial location of 1.4D1 downstream from the injector 

tip.  This phase difference is due to the inertia that the dense core possesses.  From the 

first two frames in Fig. 4.28, the horizontal arrows suggest that the acoustic velocity in 

the chamber fluid, and consequently its momentum, is at a maximum value in the 
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direction towards the left side of the jet.  However, the direction of the transverse 

momentum at the edge of the core is in the direction of the left-right-oscillatory motion of 

the core. Because of the phase differences between the transverse velocity in the chamber 

fluid and that at the core of the jet, this is opposite to the direction of the transverse 

momentum of the chamber fluid.  The momentum of the transverse wave at the edge of 

the core causes the portion of the core near the injector tip to be displaced in the same 

direction at this location, which is most likely due the force created by the drag on the 

core of the jet.  Buffum and Williams [68] observed an order of magnitude increase in 

drag coefficient for the single jet in an acoustic field compared to that of a solid cylinder 

of an equal diameter.  One may hypothesize that the transverse motion of the core is a 

result of the vibration of the inner tube of the injector excited by the acoustic vibrations.  

However, the wavelength of the acoustic wave is much longer than the annular gap width 

of the injector, (D3-D2)/2, as indicated by Fig. 4.12.  Even if one accounts for the radial 

variation in sound speed using temperature profiles shown in Fig. 4.3, the computed 

wavelength is still two orders of magnitude larger than the annular gap width of the 

injector.  This suggests that the acoustic driver is not resonating the annular cavity in the 

injector formed between the inner- and outer-injector tubes in a transverse mode.  

Additionally, although the inner tube is recessed and is not visible in the images or 

movies, the outer tube of the injector is.  Meticulous examination of the movies showed 

that the outer tube remains vibration free, suggesting that mechanical vibrations of the 

injector are not a probable cause of the jet behavior. 

The ensuing sinusoidal shape of the dense core results directly from the fluid in 

the core being displaced near the injector tip and subsequently convected downstream.  
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The transverse momentum reverses its direction at the frequency of the acoustic driver 

(see Figs. 4.16, 4.18 4.20, 4.21, and 4.23), and as fluid elements continually leave the 

injector, they are eventually displaced in accordance with the local momentum direction 

at that time near the injector tip.  Then, within a short axial distance from the injector tip, 

the fluid elements of the dark core largely become insensitive to the existence of the 

transverse momentum, and follow nearly linear trajectories.  A consistency check of this 

scenario was performed by fitting a line to the transverse position (x) versus time data 

from the identified fluid parcels of Fig. 4.28 producing lines with an R2 correlation 

coefficient of 0.97.  The trajectory of the fluid particle was judged visually, and therefore 

is somewhat subjective and errors are unknown.  Therefore, the curve fit to the trajectory 

does not provide definitive proof that the transverse velocity (i.e., the time derivative of 

the curve fit) is constant, but it is consistent with the observations.  The consequence of 

this linear variation of the fluid parcel transverse displacement is that if it were to 

continually be affected by the forces resulting from the transverse acoustic momentum 

while being convected downstream, then it would not exhibit this linear behavior.  

However, if one looks at images 7 to 13 in Fig. 4.28, approximately one cycle later from 

the image 1, and follows the portion of the core in time that grows into a large 

displacement peak, nearly the same trajectory of a similar nature to the previous cycle is 

traced. 

The motion of the core appears to dominate the behavior of the jet.  The 

displacement of the outer-jet seems to be governed by the displacement of the dense core.  

Looking at Fig. 4.28, the displacement of the outer edge of the jet is relatively small 

compared to the averaged outer edge boundary of the unexcited coaxial jet at the same 
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conditions, until farther downstream where the core begins to break up and becomes well 

mixed with the chamber fluid.  However, in the near-field region of the jet, when a 

transverse displacement of the edge of the outer-jet occurs, it correlates well with a large 

lateral displacement of the core.  The relatively large displacement of the dark and dense 

core compared to that of the chamber fluid suggests a possible amplification of the 

transverse velocity (see Figs. 4.22 and 4.23 ) caused in some way by the existence of the 

outer-jet.  An examination of a single jet, produced by merely turning off the outer-jet 

flow and maintaining the other conditions constant, does not show an imposed large-scale 

sinusoidal structure on the core of the jet, see Chehroudi [29].  A possible reason for this 

amplification, at least in part, is due to the existence of the high-speed outer-jet.  Once 

fluid from the core is displaced into the higher-speed outer-jet, the momentum of the 

outer-jet is much greater than that of the acoustic waves which controls the forces acting 

on the core, accelerating the fluid elements from the core very quickly in the axial 

direction within a short distance from the injector tip. 
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Figure 4.29 presents 18 sequential images taken at an 18 kHz framing rate from 

the near-injector region at a subcritical chamber pressure.  The images were from the 

same movie (test run) used to compute the velocities in Fig. 4.21.  The chamber pressure 

was 1.49 MPa (subcritical) and the acoustic driver frequency was tuned at 3.01 kHz.  

Because of the arrangement of the images, the sampling frequency, and the acoustic 

driver frequency, the images in each row are approximately 180° out of phase (for 

example, frames 1 and 10).  The velocity ratio and momentum flux ratio were 11.3 and 

5.5, respectively.  The length of the horizontal arrows drawn in each frame of Fig. 4.29 is 

the displacement, in pixels, extracted from the velocity measurements reported in 

Fig. 4.21 (a), scaled up by a factor of ten for clarity of presentation.  Although four 

arrows are drawn indicating the direction of the acoustic velocity in the chamber fluid, 

only one axial measurement was made, being at a position 1.4 D1 downstream of the 

injector exit-plane (between the second and third arrow from the top of each frame).  

Because the time interval between the frames is constant, the length of the arrows is 

directly proportional to the velocity.  The two vertical lines drawn near the center of the 

injector represent the extent of the inner diameter of the inner tube (D1).  The two curves 

originating from the tip of the injector represent the averaged edge of the outer-jet 

without acoustical excitation, which were determined from the averaged unexcited jet 

images in the same manner as in Fig. 4.28. 

One structure that can be observed in the magnified images of Fig. 4.29 is the 

recirculation region attached to the lip of the inner tube.  A magnified image of the frame 

number 10 in Fig. 4.29 is shown in Fig. 4.30. A similar recirculation zone was also 

predicted by Zong and Yang [80] in a coaxial injector attached to the lip of the inner tube 
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in an unexcited jet.  The darker appearance of this region (compared with that of the 

outer-jet fluid) is due to an increase in density above that of the outer-jet, which results 

from the mixing of fluid elements from the high-density inner core region which was also 

predicted by Zong and Yang [80].  In some instances, the recirculation zone entrains 

enough of the inner-jet fluid leading to a decrease in the inner diameter of the core 

(identified by a very dark core).  It is speculated that this recirculation region and the 

interaction with the acoustic wave is what causes the large-scale motions of the dark-

core.  Recall that the fluid from the dense dark-core appears to be strongly effected by the 

acoustic wave in the vicinity of the injector tip.  The conjecture is that the acoustic wave 

momentum causes a collapse of the recirculation zone.  For example, if the acoustic 

velocity direction is pointing to the right, then the left recirculation zone collapses, and 

vice-versa.  At the same time, on the opposite side of the core, the low pressure 

recirculation zone pulls the core in the direction of low pressure which is the same 

direction as the momentum of the acoustic wave is pointing.  This speculation would also 

account for the increased displacements of the core observed for shear-coaxial jets over 

that of a single round jet (no coaxial flow), because the recirculation is not present there.  

This cannot be definitively proven given the available data in this work. 

An interesting vortex structure forms on the lip of the outer tube of the injector.  

This region and the vortex are denoted by the arrows pointing to the outer edge of the 

injector tip in Fig. 4.30, and are also visible to a lesser extent in Fig. 4.29 because of the 

reduced magnification.  The vortex appears toroidal in shape from the examination of the 

movies, and continues to form during the push stroke of the acoustic driver.  Once the 

acoustic velocity field reverses its direction, the vortex is formed and then  broken up by 
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another  change in velocity field direction, which is then  entrained into the outer-jet or is 

mixed into the chamber fluid.  This vortex appears to have little or no effect on the 

behavior of the jet with acoustic excitation 
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Figure 4.29: Annotated consecutive images of the shear-coaxial jet at subcritical chamber 
pressure. Images show magnified views of the near-injector region.  Horizontal arrow 
length is quantitative and proportional (amplified by 10 for clarity) to velocity measured
in Fig. 4.21 (a).   Two parallel vertical lines in the center show the inside diameter of the 
inner tube. The chamber pressure was 1.49 MPa (subcritical), and the acoustic driver
frequency was at 3.01 kHz. 
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Figure 4.30 Magnified view of frame number 10 from Fig. 4.29.   The dashed curves 
denote the approximate boundary of the recirculation zone, and the arrows within the
recirculation region indicate the direction of the rotation.  The vortex structures that form
on the outer rim of the injector are identified by the arrows pointing to the outer edge of
the injector tip.  The two vertical lines with the dimension D2 denote the extent of the
outer diameter of the inner tube, D2 = 1.59mm. 
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4.5 Dark-Core Length 

Many researchers measured core length of different shear-coaxial jets in the past, 

and Table 4.2 presents a summary of all the works reported in the open literature. The 

core length was either measured or an equation correlating core length was reported.  The 

intent of Table 4.2 is to provide detailed information on all relevant works, including the 

operating conditions, geometries, measurement techniques, and proposed equations 

correlating core lengths in one convenient location.  Often, the terms potential-core, 

potential cone, intact liquid length, and breakup length are used interchangeably, and 

vaguely defined (see references in Table 4.2).  The potential-core does exist for all 

coaxial jets, but is usually only reported for single-phase coaxial jets, and liquid intact 

length or breakup length is generally reported for “two-phase” coaxial jets.  By “single-

phase” coaxial jet, it is meant a shear-coaxial jet where all three fluid components (i.e., 

the inner-jet, the outer-jet, and the chamber or ambient fluid) are the same phase, either 

all gas, all liquid, or all supercritical fluid.  The term “two-phase” coaxial jet here means 

a shear-coaxial jet where the inner-jet is liquid phase, and the outer-jet and the chamber 

(or ambient fluid) are gas phases. 

Different techniques are used to measure core length (see Table 4.2) ranging from 

Pitot tube pressure measurements to analysis of photographs.  It seems that images were 

used in most measurements of the core for two-phase jets.  With a few exceptions, 

notably Woodward [62], often the measurement methods from images are not discussed 

with sufficient details.  Therefore, in order to produce repeatable measurements, to 
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account for the variability in the light source intensity, and to be able to process a large 

number of images in a repeatable fashion, an accurate computer algorithm is necessary.   

When a region of an image is referred to as a “dark core”, this is simply referring to a 

contiguous area of the jet, always defined by the inner-jet, which clearly stands out in 

darkness level with respect to the remaining areas.  This will be explained further in a 

quantitative manner below. 

All of the dark core length data of the present study in figures in Section 4.5 is 

also presented in Table B.2 in Appendix B. 
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Table 4.2:  Summary of published operating conditions, geometries, measurement
techniques, and proposed equations from the literature, measuring or correlating core 
length for shear-coaxial jets. 
 

REF Author Date Fluid Fluid Fluid Pressure Ti To T∞ 
   Inner Jet Outer Jet Ambient (MPa) (K) (K) (K) 

[44] Forstall & 
Shapiro 1950 Air+ 

10 %He Air Air 0.1* Amb. a Amb. Amb. 

[45] Chigier & Beer 1964 Air Air Air 0.1* Amb. Amb. Amb. 

[46] Champagne & 
Wygnanski 1971 Air Air Air 0.1 Amb. Amb. Amb. 

[48] Au and Ko 1987 Air Air Air* 0.1* Amb. Amb. Amb. 
[8] Eroglu et al. 1991 Water Air Air 0.1* Amb. Amb. Amb. 

[62] Woodward 1993 KI (aq.) N2, He N2, He 0.1 – 
2.17 Amb. Amb. Amb. 

[50] Villermaux et al.g 1994 Water Water Water 0.1* Amb. Amb. Amb. 

[63] Englebert et al. 1995 Water Air Air 0.1 293 293 – 
636 293 

[64] Carreau et al. 1997 LOX He, N2, 
Ar NCc 0.1 82d 245 – 

272d NC 

[51] Rehab et al.g 1997 Water Water Water 0.1* Amb. Amb. Amb. 
[52] Rehab et al.g 1998 Water Water Water 0.1* Amb. Amb. Amb. 
[53] Villermaux g,h 1998 Water Water Water NR NR NR NR 
[58] Lasheras et al.g 1998 Water Air Air 0.1 Amb. Amb. Amb. 

[54] Lasheras & 
Hopfinger g,i 2000 NR NR NR NR NR NR NR 

[60] Favre-Marinet & 
Schettini 2001 Air, SF6 Air,He Air, He 0.1 Amb. Amb. Amb. 

[65] Porcheron et al. 2002 LOX, 
Water 

He, N2, 
Ar, Air Air 0.1 82, 293 245 – 

293 293 

This 
work Davis 2005 N2 N2 N2 1.4 – 

4.9 
108 – 
133 

132 – 
204 

197 – 
249 
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Table 4.2: Summary of published operating conditions, geometries, measurement 
techniques, and proposed equations from the literature, measuring or correlating core 
length for shear-coaxial jets. (continued) 
 

REF Author Density 
Ratio 

Velocity 
Ratio M Re  

Inner 
Re 

Outer We 

  Outer / 
Inner 

Outer / 
Inner 

Outer /  
Inner (x104) (x104)  

[44] Forstall & 
Shapiro 1.09 0.2 - 0.75 0.04 - 

0.61 NR NR NA 

[45] Chigier & Beer 1* 0.024 – 
9.22 

5.8 x10 -4 
– 85.0 ~10 b ~10 b NA 

[46] Champagne & 
Wygnanski 1* 0 - 10 0 - 100 1.01 - 

10.15 
0 - 
9.6 NA 

[48] Au and Ko 1* 1.25 - 6.67 1.5 - 44 NR NR NA 

[8] Eroglu et al. 0.001 4.5 - 131.2 0.02 - 
17.2 

0.15 - 
0.93 

2.0 -
11.6 15 - 530 

[62] Woodward 0.0006 -
0.018 0 - 30 0 - 1.7 7.86 - 

18.9 NR 12 – 3.6 x104 

[50] Villermaux et 
al.g 1 1 - 6 1 - 36 >5000 >5000 NA 

[63] Englebert et al. 0.0008 - 
0.0012 

10.25 - 
66.75 0.12 - 4.3 0.54 - 3.4 4.8 - 

16.5 76 - 2610 

[64] Carreau et al. NR NR 3 - 21.5 5.32 - 
8.11 NR 9.19 x103  

- 3.48 x104 

[51] Rehab et al.g 1 2 - 5 4 - 25 NRf NRf NA 
[52] Rehab et al.g 1 2.2 - 5.6  4.9 - 31 1 - 10 1 - 10 NA 
[53] Villermaux g,h 1* NR NR NR NR NR 
[58] Lasheras et al.g 0.001 NR NR NR NR NR 

[54] Lasheras & 
Hopfinger g,i NR NR NR NR NR NR 

[60] Favre-Marinet & 
Schettini 0.028 - 1 3.0 - 70 1 - 200 NR 3.2, 

11.0 NA 

[65] Porcheron et al. 1.6x10-4 - 
2.3 x10-3 NR 2 - 21.6 NR NR 0 - 14000 

This 
work Davis 0.04 - 0.56 1.2 - 11.1 0.19 - 

11.2 1.2 - 3.2 0.8 - 
19 32 - ∞ 
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Table 4.2: Summary of published operating conditions, geometries, measurement 
techniques, and proposed equations from the literature, measuring or correlating core 
length for shear-coaxial jets. (continued) 

 

REF Author D1 D2 D3 (D3-D2)/2 Area 
Ratio 

Post 
Recess Injector 

  (mm) (mm) (mm) (mm) Outer /  
Inner (mm) Lpost/D1 

[44] Forstall  & 
Shapiro 6.4, 25 NR 102 NR NR NR NR 

[45] Chigier & Beer 25 64 97 16.5 8.50 0* NR 

[46] Champagne & 
Wygnanski 25 NR NR NR 1.28, 2.94 0* NR 

[48] Au and Ko 2 2.2 4 0.9 2.79 0* NR 
[8] Eroglu et al. 0.971 1.262 10.36 4.549 112.15 -0.6 57 
[62] Woodward 4.76 6.35 9.86 1.76 2.51 0.0 85 

[50] Villermaux et 
al.g 40 51 55 0.2 0.27 0* "long" 

[63] Englebert et al. 2.3 2.95 14.95 6.00 40.60 0 22 
[64] Carreau et al. 5d 5.57d 16d 5.2d 9 0 NR 
[51] Rehab et al.g 20 21 27 3 1.82 0 NR 

[52] Rehab et al.g NR NR NR NR 
1.82, 
1.87, 
5.24e 

0 – 2D1 NR 

[53] Villermaux g,h NR NR NR NR NR NR NR 
[58] Lasheras et al.g 3.8 4.2 5.6 0.7 0.95 0 29 

[54] Lasheras & 
Hopfinger g,i NR NR NR NR NR NR NR 

[60] Favre-Marinet & 
Schettini 20 20.4 27 3.3 0.78 0 6.75 

[65] Porcheron et al. 5, 2.1 5.57, 
2.5 16, 7 2.25 9,  9.69 0* NR 

This 
work Davis 0.51 1.59 2.42 0.415 12.80 0.25 100 
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Table 4.2: Summary of published operating conditions, geometries, measurement 
techniques, and proposed equations from the literature, measuring or correlating core 
length for shear-coaxial jets. (continued) 

REF Author Diagnostic Quantity Equation 
   Measured  

[44] Forstall & 
Shapiro 

Pitot tube, 
Sampling 

Tube 

Potential 
Core rVDL 124/ 1 +=  

[45] Chigier & Beer Pitot tube Potential 
Core NR 

[46] Champagne & 
Wygnanski 

Hot wire 
anemo-
meter 

Inner Core NR 

[48] Au and Ko 
Hot wire 
anemo-
meter 

Potential 
Core rVDL /9.9/ 1 =  

[8] Eroglu et al. Back-lit 
still 

Liquid 
Intact 

Length 
6.04.0

1 66.0/ eRWeDL −=  

[62] Woodward 
x-ray 

Radio-
graphy 

Intact 
Liquid Core 

Length 
68.0/22.0

36.0

1 0095.0/ eRWeDL H
H

i

o −

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

ρ
ρ  

[50] Villermaux  
et al. g 

Hot film 
anemo-
meter 

Potential 
Core / Cone rVDL /7/ 1 =  

[63] Englebert et al. 
Back-lit 

high-speed 
16mm film 

Breakup 
Length 

27.0
1 40/ −= WeDL  

2.03.0

23

7.136.102 −− ==
− RR EM

DD
L  

[64] Carreau et al. Fiber optic 
Probe 

Breakup 
Length, 
Potential 

Cone 
Length 

55.033.0
32.0

1 0012.0/ eRWeDL
i

o −

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

ρ
ρ  

[51] Rehab et al.g 

Hot film 
anemo-
meter, 

Pitot tube, 
LIF image 

Potential 
Core 

VDLVDL r /8/;/6/ 11 ==  

( ) rr VCVC
DL

αα 2
1115.0/

2/1

21 ≈⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−=  

[52] Rehab et al.g 
Hot-film 
anemo-
meter 

Potential 
Cone 86;// 1 <<= cVcDL r  

[53] Villermaux g,h h 

Potential 
Cone, 
Liquid 
intact 
length 

2/1
1 /6/ MDL =  
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Table 4.2: Summary of published operating conditions, geometries, measurement 
techniques, and proposed equations from the literature, measuring or correlating core 
length for shear-coaxial jets. (continued) 

REF Author Diagnostic Quantity 
Measured Equation 

[58] Lasheras  
et al.g 

Photo-
graph 

Liquid 
intact 
length ( ) 2/1

2/1

21
6

4
1

4
1/

MMC
DL ≈⎟

⎟
⎠

⎞
⎜
⎜
⎝

⎛
−=

α
 

[54] Lasheras & 
Hopfinger g,i 

i i  

3/1

3/21 2
1/ ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

ii UMc
DL

μ
σ  

1

2/11 16/
−

⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−≈

o

i

U
U

M
DL  

5.02/11

1

16/

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

≈

oo U
BM

DL

μ
σ

 

[60] Favre-Marinet 
& Schettini 

Aspirating 
Probe w/ 
hot-wire 

Potential 
Core 

5.0
1/ −∝ MDL  

[65] Porcheron  
et al. 

Fiber optic 
Probe  

Liquid 
Core 

13.034.0
38.0

1 85.2/ −

−

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
= MZDL

i

o

ρ
ρ  

This 
work Davis Shadow-

graph Dark Core 
2/11

12/
M

DL ≈  

2.01
25/

M
DL ≈  

 
Table 4.2 Notes 
NR = not reported 
NA = not applicable 
NC = not clear from report 
Amb. = ambient 
* assumed from the context, but not directly reported 
a Ambient temperature assumed from the context of discussion, but not specifically stated in report. 
b reported as approximately 105 

d The dimensions of the injector and the temperatures were not given in the paper,  
          but were given in the paper by Porcheron et al.[65] 

e This number is the diameter ratio squared, which is approximately the area ratio for a 
          very thin lip injector. The only dimensional information given was the diameter  
          ratios (1.35, 1.37, and 2.29 mm) and the lip thickness (D2-D1)/2 of 0.3 mm. 
f A Re based on momentum conservation reported and defined as  
          Re = ρο Uo D3/μ*(1-(D1/D3))0.5 ranged from 104 – 105. 
g These papers are from the same collaboration / research group over several years. 
h This paper was an analysis paper that presented a different equation based on the data from the same 
group of researchers [50]-[52] 
i This paper was a review paper encompassing the work from this same collaboration of researchers, as well 
          as others. 
j Unable to make measurements from images, and therefore not compared quantitatively to theory for core  
          length. 
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4.5.1 Adaptive Thresholding Measurement of Dark-Core Length 

There are many difficulties in performing quantitative measurements from a large 

number of images of a jet.  Typically, a thresholding technique is used for making 

measurements from digital images.  A threshold technique is applied to convert a gray-

scale image to a binary image (only black and white).  This is done by determining a 

gray-scale level (or a threshold level) and assigning all pixels that have gray-scale 

intensities greater than that number to a white color, and the pixels with gray-scale 

intensities below that particular gray-scale number to a black color.  Other variations of 

this method exist, such as dual thresholding, which selects a range of gray level 

intensities to be white, and the intensities outside of this range to be black.  The purpose 

of applying a threshold is to make a region of the image easily identifiable to either a 

human or computer, or both.  The difficulty with applying this technique is determining 

the gray-scale level that should be defined as a threshold.  For example, if using a strobe 

light for illumination purposes, the intensity of the background of the image will most 

likely vary from shot to shot.  Additionally, if the chamber pressure or temperature field 

varies significantly, then the refractive index field can change the appearance of the 

background.  Another difficulty is the selection of a criterion to assess the location where 

the core is broken up into separated pieces.  It is then possible for two people to make 

different measurement judgments as to the core length.  Also, with the use of digital 

cameras, capable of collecting a large number of images, a manual measurement becomes 

an extremely tedious and time consuming task. 
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A judicious choice of a threshold level on the gray-scale intensity level of each 

image is necessary, primarily because a single fixed value is not sufficient for all images 

to consistently determine the end or break point of the dark core.  Figure 4.31 is a sample 

image illustrating an automated thresholding procedure for the determination of the 

length of the dark core.  Figures 4.31  a, b, and c are, respectively, the untouched original 

photograph, the image threshold applied between 0-128 to indicate the injector, and the 

image threshold applied between 128-929 to represent the dark core.  Figure 4.32 is the 

image histogram corresponding to Fig. 4.31 indicating the number of pixels versus a 12-

bit gray-scale level.  The ability of an algorithm to successfully predict the proper 

threshold level is based on the physical meaning of different gray level zones in an image 

as shown in Fig. 4.32.  For example, the peak to the left of the dashed line in this figure 

indicates the metal surface of the injector.  With the object (i.e., injector) being backlit 

and the injector being absolutely opaque, one would expect that the zero-level intensity 

should all represent the injector itself.  However, the slight shift of the peak to a higher 

value is due to stray light being reflected by the chamber windows and other surfaces 

towards the injector which is then reflected back into the camera.  The low number of 

pixels at gray level values between the dashed and dotted lines in Fig. 4.32 physically 

represents the dark core of interest, and the broad noisy peak at gray levels to the right of 

the dotted line in this figure defines the background.  A difficulty with the adaptive 

thresholding is selecting the proper gray level denoting the difference between the dark 

core and the background. 
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Figure 4.31:  The image of (a) coaxial jet as captured, (b) threshold applied for injector,
(c) threshold applied for dark core. 
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Figure 4.32:  Histogram of image in Fig. 4.31 (a). 
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As mentioned previously, variations of the light intensity from shot to shot are 

usually significant and a matter of concern.  For example, in the case of Fig. 4.32, the 

threshold level distinguishing the end of the dark core and the beginning of the 

background is at a gray level of 929.  However, this value varies from shot to shot in a 

sequence of images taken at the same operating conditions.  Also, it varies more widely 

when the chamber conditions are changed due to differences in the refractive index field. 

Therefore, it was necessary to devise a methodology for an accurate and repeatable 

determination of the rise of the portion of the curve representing the contribution of the 

background in these images.  More importantly, the outcome should conform to what the 

human eye visually determines to be the end of the dark core.  To select the threshold 

level identifying the rise of the background, data from the histogram in this region was 

curve-fitted, using a non-linear Levenberg – Marquardt least squares algorithm [81], to a 

piece of a Gaussian function (Eq. 4.6).  This function is then differentiated and the point 

where the derivative of this curve is equal to e-1 was assigned to be the threshold level 

corresponding to the dotted line shown in Fig. 4.32 and the image of Fig. 4.31 (c).  Once 

the proper threshold levels are determined, the program then searches for the first break 

in the core, and the difference between the location of the end of the injector tip and the 

first break in the core is taken as the dark core length (L). 

Where, 

 I is the gray level intensity, and 
 A, B, C, and D are constants. 

 

D
C

IBAIf +⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
−=

2)(exp)(  (4.6)
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Completion of an algorithm is only the first step in the analysis.  A more 

important step is the verification that the adaptive thresholding algorithm gives results 

corresponding to the visual perception of the image.  Evidence of the soundness and 

consistency of this algorithm is presented in Fig. 4.33.  This figure is a plot of the dark-

core length (L) in number of pixels and presents a comparison between a careful manual 

measurement by visual inspection and the previously-described algorithm using an 

averaged image of those taken at a fixed operating condition.  The averaged image was 

used for the comparison and evaluation between the results of the algorithm and the 

visual measurements.  An averaged image is formed by first computing the mean 

intensity at a given pixel location from a set of images, then repeating this process for all 

the pixels. In the next step, the maximum and the minimum intensity values are found for 

the averaged-image. Lastly, this image is rescaled by mapping the minimum and 

maximum intensity values (and all others in between) to a 12-bit gray-scale ranging from 

0 to 4095.  The error bars in Fig. 4.33 represent the sensitivity of the measurements to the 

variations of the automatically-selected threshold level when changed by ± 10%.  The 

large error bars on several points indicate that a proper selection of this threshold is 

essential in achieving a reliable result and a good agreement with manual measurements.  

A large positive error bar indicates a truly-disconnected fluid ligament (judged visually) 

misinterpreted as being connected and a large negative error bar indicates a truly-

connected fluid ligament which is misjudged as disconnected.   
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Figure 4.33:  Dark core length (in pixels) versus velocity ratio (outer-to-inner jet) 
comparing the visual measurement with that of the algorithm programmed for automated 
measurement of this length using an  average image representative for each of the
conditions.  The error bars represent a sensitivity analysis, varying the automatically-
selected threshold level by ± 10 %.  The diamonds and the up-triangles are for manual 
visual measurements under sub- and nearcritical chamber pressures and the squares and
circles are for corresponding pressures using automated computer measurements. 
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According to Eroglu et al.[8], the average of the length measured from individual 

images of a set can be regarded as the time-averaged length.  It should be noted that, for 

each operating condition in this work, length measurements were also made from an 

averaged image from the set.  A comparison between the averaged dark-core length 

measured from a set of 30 individual images and the dark-core length from the averaged-

image from the same set of images is presented in Fig. 4.34, with the 45° line (y = x) 

drawn for ease of comparison.  The length measured from the averaged image is 

somewhat shorter than the average of the individual dark core values calculated in a 

given set.  This decreased length in the averaged image is due to the fluctuations of the 

dark core, causing occasional appearance of the core at a give position around the end of 

the core, while leading to its disappearance in other images of a set.  Recall that the 

averaged image is calculated by computing the mean intensity at any pixel location from 

a set of images, then rescaling this mean value  to integers between a gray-scale range (in 

this case, 0 and 4095, for a 12-bit resolution).  The net result of the averaging process is 

that, for example, a black pixel (or, low gray-scale intensities) with a corresponding white 

pixel (or, higher gray-scale intensities)  in a different image of a set of  two images result 

in gray-scale level in the averaged image that is shifted to a higher intensity value (i.e., 

0.5).  This effect, particularly in the region of space near the end of the dark core, causes 

a length measured by the averaged image to be shorter than the average of the individual 

images of a set.  It was found that the difference between the averaged dark-core length 

from a set of individual images and the dark-core length measured from the averaged 

image increases as the root-mean-square length fluctuations increases.  For the remainder 
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of this work the averaged dark core length measured from 30 individual images is 

reported. 
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Figure 4.34:   Comparison of the average dark-core length measured from of set of 
individual images versus the dark-core length measured from the average image of the 
same set. 
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4.5.2 Influence of Velocity Ratio on the Dark-Core Length  

Velocity ratio (outer-to-inner jet) has been a design parameter for shear-coaxial 

injectors, particularly, as a criterion to ensure the stable operation of liquid rocket engines 

(LRE).  For liquid oxygen (LOX) / hydrogen (H2) engines, the design rule-of-thumb has 

been to keep the velocity ratio greater than about ten to prevent or minimize the 

occurrence of combustion instabilities (see Hulka and Hutt [3]).  Although experimental 

data suggested this criterion, no physical explanation has been provided.  One method to 

rate a liquid rocket engine (LRE) for combustion instability is the so-called “temperature 

ramping”, which is accomplished by lowering the temperature of the H2 while 

maintaining H2 mass flow rate at a constant value.  The lower the H2 temperature is at the 

onset of the measured combustion instability, the greater the stability margin of that 

particular LRE.  Note that as the H2 temperature is lowered at a constant mass flow rate, 

the actual velocity ratio is also lowered. 

The dark-core lengths normalized by the inner-jet diameter are shown in 

Fig. 4.35 (a) and Fig. 4.36 (a) as a function of velocity ratio (Vr).  The root-mean-square 

(RMS) of the variations of this physical quantity is also shown in Fig. 4.35 (b) and 

Fig. 4.36 (b).  Figures 4.35 and 4.36 present results for both high and low outer-jet 

temperatures of ~190 K and ~140 K, respectively.  The error bars on the plots represent 

the nth order uncertainty as described at the beginning of this chapter. 
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Figure 4.35:  Plot of the averaged dark-core length (a) and the RMS of the length 
variations (b) normalized by the inner diameter.  The solid symbols and lines represent the
data for when the acoustic driver is OFF, and the hollow symbols and dotted lines show 
the data when the acoustic driver was operated at ~ 3kHz (ON).  The diamond, square, 
and up-triangle symbols are sub-, near and supercritical chamber pressures, respectively.
All cases are for the high nominal outer-jet temperature of ~190 K. 
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Figure 4.36:  Plot of the averaged dark-core length (a) and the RMS of the length 
variations (b) normalized by the inner diameter.  The solid symbols and lines represent
data for when the acoustic driver off, and the hollow symbols and dotted lines show 
results when the acoustic driver is operated at ~ 3kHz (ON).  The diamond and square 
symbols are for sub- and near-critical chamber pressures, respectively.  All cases are for
the lower nominal outer-jet temperature of ~140 K. 
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Evident in Figs. 4.35 (a) and 4.36 (a) is that the mean length of the dark core, 

which provides an indication of high-density regions of the flow, decreases as the 

chamber pressure is increased.  A possible explanation of this effect is that as the 

chamber pressure increases in the present system, the temperature of the inner-jet also 

increases. The net effect causes the density of the inner-jet to decrease (as seen in 

Figs. 4.3 (a)-(f)), which leads to a shortened length of the dark core.  Since the jet begins 

with a lower density, less time is then required to fully mix the dark inner-jet with the 

background.  Work that is relevant to the present study was performed by Glogowski et 

al. [82] and Vingert et al. [83], in which a shear-coaxial injector was utilized with a 

design derived from a prototype SSME fuel preburner element using liquid nitrogen 

(LN2) and gaseous nitrogen (GN2).  They stated that the length of the dark core in the 

acquired images increased significantly upon elevation of the chamber pressure from sub- 

to supercritical, at constant mass flow rates.  They attributed this to the drop in the 

relative velocity between the inner and outer (annular) streams.  Although temperature 

measurements were made somewhere downstream of the critical flow venturi location in 

the feed system, it was not clear how far upstream of the injector exit area this 

temperature measurement was made.  It is known that small changes in temperature in 

this thermodynamic region can bring about large changes in density, affecting the 

parameters, especially outer-to-inner velocity ratio, used to characterize the injector exit 

conditions.  Close examination of the figures presented by Vingert et al. [83] suggests 

that the dark core (that is, the flow issuing from the inner tube) of the jet actually appears 

to contract in length, while the visual impression of the outer annular flow is that it grows 

in length.   
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At a constant chamber pressure, as the velocity ratio (Vr) is increased, the mean 

length of the dark core decreases and approaches a somewhat constant region.  In a mean 

sense, when the dark core feels the imposed external acoustic field, the length of the core 

is shorter than or equal to the length when the acoustic driver is turned off.  Miesse [66] 

also observed a contraction, but for single round jets excited by an external acoustic field.  

Under the near- and supercritical chamber pressures, as the Vr parameter increases, the 

difference between the lengths of the dark core, measured with and without the acoustic 

field, diminishes.   

The RMS values of the dark-core length fluctuations, shown in Figs. 4.35(b) 

and 4.36(b), exhibit somewhat similar trends to those seen with their mean values.  It is 

known that for a liquid-fueled rocket, atomization and breakup processes, interactions 

between the propellant jets, droplet formation, and vaporization are all affected by the 

pressure and, particularly, velocity fluctuations. Also, for any chemically-reacting 

system, the rate at which energy is released is sensitive to the rate of change of 

temperature, density, pressure, and, of course, mixture ratio.  It is then quite intuitive to 

relate, in some form, the RMS values of the dark-core length fluctuations to mixture ratio 

variations.  On the other hand, a low RMS value can be interpreted as the jet’s inherent 

steadiness and vice versa.  Examination of Figs. 4.35(b) and Fig. 4.36(b) clearly shows 

that this property is reduced significantly as the velocity ratio is increased when the 

chamber pressure is subcritical.  Although these results are for a single injector design, it 

is then quite possible that the observed improvement in combustion stability for liquid 

rocket engines at higher values of velocity ratio is a result of the jet’s inability to generate 

large mass flow rate fluctuations under these conditions, weakening a key feedback line 
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for the self-excitation process.  In temperature ramping exercises for stability rating of 

LOX/H2 engines, the mass flow rate is usually maintained at a constant value [3].  

Therefore, as the temperature of the H2 is decreased during a ramping episode, the H2 

becomes more dense, which decreases the injector velocity ratio (Vr).  Hence, the 

decrease in Vr causes a shift in the operating condition to those providing higher RMS 

fluctuations of the core.  Additionally, considering that a liquid rocket engine may have 

regions, particularly near the LOX core, where they exist under subcritical condition even 

if both propellants are individually injected at supercritical conditions (described in 

Chapter 2), these RMS plots suggest that such a decline in the velocity ratio amplifies the 

jet’s inherent unsteadiness. This provides a possible explanation for the engine’s eventual 

arrival into an unstable zone as a temperature ramping test proceeds.  Also, the 

observation reported by Wanhainen et al. [84], who found that a decline in LOX density 

was de-stabilizing, can be explained in a similar manner.  Ultimately, this initial finding 

requires testing under multi-element injector combustion conditions for verification, 

which is considered beyond the scope of this work. 

As indicated in Table 4.2 Vr  has been used as a correlating parameter for core 

length by many investigators.  Figure 4.37 is a comparison between the data taken from 

all of the available and relevant core length measurements reported in the literature.  The 

hatched region in Fig. 4.37 represents the region of separation between single-phase and 

two-phase shear-coaxial jet results.  All points below the hatched region are for single-

phase coaxial jet cases, and the remaining points located above the hatched region are for 

two-phase coaxial jets.  The important observation here is that the mean dark-core lengths 

for the near-critical and supercritical pressure conditions from this work, which were 
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measured from images and are in fact single-phase, fall on the single-phase side of the 

hatched region.  Although the spatial discrimination between the single- and two-phase 

cases is interesting in Fig. 4.37, and will be discussed later, the large level of scatter 

might be explained by one or any combination of three reasons.  Initially, one might 

suppose a reason for this observation to be related to the measurement technique.  For 

example, all of the two-phase core lengths presented in Fig. 4.37 were measured from 

images of one type or another and the core-length measurements for the single-phase 

cases were acquired from some type of velocity measurement, estimating the potential-

core (see Table 4.2).  Another reason emerges from different definitions of these terms. 

For example, there is truly a difference between potential-core length and other names 

used referring to liquid-intact lengths.  Thus, caution should be exercised when using 

these terms interchangeably, because physically they represent different quantities.  

Additionally, the velocity ratio may not be the proper parameter to represent the physical 

phenomenon.  This matter will be discussed further in the next section. 
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4.5.3 Scaling of the Dark Core with Momentum Flux Ratio 

Scaling of the core length with momentum flux ratio (M = (ρoUo
2)/( (ρ i U i

2)) has 

been suggested by several authors  with the dependence ranging from M -0.5 to M -0.13 (see 

Table 4.2).  Note that for a uniform-density coaxial jet, the velocity ratio is equal to the 

square root of the momentum flux ratio.  A plot of the measured dark-core length values 

in this work versus the momentum flux ratio is shown in Fig. 4.38.  The dashed line in 

Fig. 4.38, corresponding to Eq. 4.7, is a least-square curve fit to the subcritical data, and 

the dotted line, corresponding to Eq. 4.8, is a least squares curve fit to the near- and 

supercritical data.  A clear distinction exists between the dark-core length for the 

subcritical case (diamond symbols) and that for the near- and supercritical chamber 

pressures, with the subcritical dark-core length being longer for a given M.  This is 

similar to the observation made with the velocity ratio in Fig. 4.37.  It should be noted 

that the near-critical pressure data is slightly supercritical, and both the near- and 

supercritical pressure conditions produce a single-phase coaxial jet.   

As indicated by Eq. 4.8 and the data in Fig. 4.38, the single-phase data (i.e., near- 

and supercritical pressures), have the same M -0.5 dependence form, which were also 

reported by others (see Table 4.2).  However, the two-phase subcritical data has a weaker 

dependence, M -0.2, than the single-phase dark-core length.  Other quantitative differences 

between jet flows at subcritical and supercritical pressures have been reported before.  

For single round jets, Chehroudi and co-workers [27, 28, and 30] found that at 

supercritical pressures the spreading rate and fractal dimension values were  the same as 

those for a gaseous jet injected into a gaseous ambient with different densities (i.e., 
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variable-density, single-phase, gaseous jet).  This is considered a similar observation, but 

for the dark-core length.  Under supercritical pressures, our coaxial jet results scales with 

M -0.5. From Table 4.2 and the data presented in Fig. 4.38, it appears that the inverse 

square root of the momentum flux ratio, originally found from the equal-density water-

water work of Rehab et al. [51], [52], and later extended to gas–gas coaxial jet with 

different densities by Favre-Marinet and Camano-Schettini [60], also applies as well to 

the dark-core length for supercritical shear-coaxial jets.  The similarity between the dark-

core length at supercritical pressures and single-phase shear-coaxial jets is possibly due to 

a lack of surface tension under near- and supercritical conditions.  However, caution 

should be exercised when extrapolating these results to systems containing multiple 

chemical species.  A system containing a mixture of different chemical species at a 

pressure greater than the critical pressure of any of the individual components, may in 

fact still be below the critical pressure of the mixture at various locations of the jet, as 

previously discussed in Chapter 2. 

 

 

Where, 

 L is the dark core length,  
 D1 is the inner diameter of the inner-jet, and  

M is the momentum flux ratio outer-jet to inner-jet. 

2.0
1

25
MD

L
=  (4.7)

5.0
1

12
MD

L
=  (4.8)



173 

 

 

 

 

 

 

1

10

100

0.1 1 10 100
Momentum Flux Ratio

(D
ar

k 
C

or
e 

L
en

gt
h)

 / 
D

1

Sub, High
Near, High
Super, High
Sub, Low
Near, Low

25/M 0.2

12/M 0.5

Figure 4.38:  Dark core length versus momentum flux ratio.  The diamond, circle, and up-
triangle symbols represent sub-, near-, and supercritical chamber pressure, respectively.
The hollow symbols are at a high outer-jet temperature (~190 K) and solid symbols are at
a low outer-jet temperature.   The error bars on the data points in Fig. 12 for the dark core
length represent on standard deviation from the mean, and the error bars for the
momentum flux ratio are the nth order uncertainty as described at the beginning of this 
chapter.  The dashed line is 25/M 0.2 and the dotted line is 12/M 0.5. 
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The near- and supercritical pressure dark-core length data for all of the single-

phase cases taken from the references listed in Table 4.2 are plotted against momentum 

flux ratio in Fig. 4.39.  Rehab et al. [51, 52] indicate that injector geometrical effects are 

attributed to the variation of a constant in the equation of the form given by  Eq. 4.8.  In 

addition, this constant was reported to be between 5 and 9 in [51] while to be suggested 

between 6 and 8 in [52].  Certainly, geometrical differences in injector design can 

influence the core length, but other differences in the experiment can also change this 

value.   

Figure 4.39 also shows four data points from Favre-Marinet and Camano 

Schettini [60] (data series denoted by x, +, and * inscribed within a square) at a 

momentum flux ratio of about 8.9 for different density ratios and fluids with the same 

injector and measurement technique. Note that the injector produces shear-coaxial jets 

with different core lengths.  This suggests that even though momentum flux ratio 

incorporates the effect of density differences between cases in some manner, it  may not 

capture the entire effect. 

Regarding the data by Rehab et al. [52], the authors reported reasonably good 

agreement with the M -0.5 dependency when a semi-empirical theory was used, although a 

curve fit to their extracted experimental data indicates a somewhat slower fall of L/D1 

with momentum flux ratio, see dashed-dotted line in Fig. 4.39.  It appears that the 

majority of the core-length data can be captured using the inverse square root dependence 

on momentum flux ratio with the constant varying from the low value of 5, reported by 

Rehab et al. [51], to a value of 12 for the dark core length data at near and supercritical 

pressures up to a momentum flux ratio of about 100.  Favre-Marinet and Camano 
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Schettini [60] reported that for their data at the high momentum flux ratios a recirculation 

bubble forms at the end of the core causing a decrease in length as shown in Fig. 4.39. 
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Figure 4.39:   Comparison of dark core length, intact core length, or potential-core length 
for single-phase coaxial jets.  This work (denoted by *), Favre-Marinet and Camano 
Schettini [60], Rehab et al. [52], Au and Ko [48].  DR denotes density ratio of the outer-jet
to inner-jet. 
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The measured results for the core length in two-phase shear-coaxial jets reported 

by others listed in Table 4.2 are compared with the subcritical pressure dark-core length 

measured in this work in Fig. 4.40 plotted as a function of momentum flux ratio.  Some 

information is important to keep in mind when comparing these results as follows.  There 

are only three references in the literature that report measurements of core length for two-

phase shear-coaxial jets.  Also, only one, Porcheron et al. [65], reports an equation that 

was developed, in part, for a cryogenic liquid core (see Table 4.2).  However, because the 

measuring technique involved acquisition of a quantity named “liquid-presence 

probability (LPP)” (see Chapter 2 for details), quite different from all the other 

techniques, only the computed values from the equation indicated by the dashed-dotted 

line in Fig. 4.40 can be compared.  Englebert et al [63], Eroglu et al. [8], and Woodward 

[62] all used water or a water solution as the fluid flowing from the inner-jet.  In the 

experiments of Eroglu et al. [8], using the same apparatus as in Farago and Chigier [61], 

they observed laminar flow for Re < 6000, and a transition regime to turbulent flow in the 

range of 6000 < Re < 104.  Therefore, it is unlikely that any of the measurements made by 

Eroglu et al. [8] had a fully-developed turbulent velocity profile at the injector exit-plane.  

The entrance length of the injector used by Englebert et al. [63] was 22 D1.  At the range 

of Re reported by Englebert et al. [63] (see Table 4.2 ) the required entrance length, 

estimated from the equation reported in White [85], ranges from about 18 to 25 D1.  It is 

possible that some of the data points were not taken under fully-developed condition.  

This was acknowledged by Englebert et al. [63] and another injector with an entrance 

length of 50 D1 was reported to not influence the breakup mechanism or the diameter of 

droplets after breakup.  However, the effect on the core length was not reported.  In 
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addition, both injectors used by Eroglu et al. [8] and Engelbert et al. [63] had much larger 

injector gap widths (i.e., annular outer-jet thickness), compared to the inner-jet diameter 

(see Table 4.2), than that typically associated with rocket engine shear-coaxial injectors.  

On the other hand, the injector used by Woodward [62] had a gap-width-to-inner-jet 

diameter more inline with those of typical rocket injectors.  The required entrance length 

of the injector for the Re range reported by Woodward [62] was between 29 and 33 D1, 

whereas the actual length of the injector was 85 D1.  Therefore, it is likely that the data of 

Woodward [62] did indeed have a fully-developed turbulent exit velocity profile.  

However, due to the high density of the aqueous solution of potassium iodide (KI(aq.)) 

used by Woodward [62], most of the data were for M < 1, even at velocity ratios as high 

as 30.   

Evident in Fig. 4.40 is the fact that for the 1 < M < 10, the dark-core length at the 

subcritical condition are longer than the laminar or transition regime jets of Eroglu et al. 

[8] and Englebert et al. [63] and appears to follow the trend of the aqueous solution of 

potassium iodide with helium (KI(aq) – He) data of Woodward [62].  The equation from 

Porcheron et al. [65] (see Table 4.2), indicated by the dashed-dotted line, was evaluated 

at the average Ohnesorge number (Z) and density ratio (outer-to-inner jet) equivalent to 

the subcritical data of this work, cases 1-4 and 13-15 from Table 4.1.  Note that the 

equation of Porcheron et al. [65], despite having a similar dependence on momentum flux 

ratio (M -0.13) as the subcritical data of this work (M -0.2), and the seemingly relevant non-

dimensional parameters of Ohnesorge number and density ratio, under-predicts the 

subcritical dark-core lengths by about 1.5 orders of magnitude.  This is most likely due to 

their definition of core length and the measurement technique mentioned earlier.  The 
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liquid–presence probability (LPP) was measured by a fiber optic method, and correlated 

with density ratio, Ohnesorge number, momentum flux ratio, and axial distance from the 

injector.  When the LPP dropped to 50%, that axial distance was defined as the core 

length.  By adjusting this LPP to about 2.5%, which results in a change to the constant in 

their equation, the agreement with the subcritical data of this work is quite good.  

However, their equation is very sensitive to the choices of the LPP value. For example, 

changing LPP by 1% causes the equation to over-predict by about one-half order of 

magnitude, and changing it by 5% causes an under-prediction of the same order.  Another  

observed problem with changing the LPP to 2.5% to fit the data of this work is that the 

water data of Englebert et al [63], Eroglu et al. [8], and Woodward [62] is then over-

predicted by about an order of magnitude.  This kind of behavior suggests a lack of 

generality of this equation despite its appearance, incorporating seemingly-relevant 

parameters such as Ohnesorge number and density ratio. 
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Figure 4.40:  Comparison of the dark-core length, intact core length, or potential-core
length for two – phase coaxial jets. This work (denoted by *), Eroglu et al. [8], Engelbert 
et al. [63], Woodward [62].  Porcheron et al. [65] did not report core length measurements 
because of the measurement technique of liquid probability presence, but only an
equation, see Table 4.2 for a summary of the work, and Chapter 2 for more details.
Dashed-dotted line is the equation of Porcheron et al. evaluated at the average conditions 
of the subcritical data of this work with the LPP = 50%, and the dotted line is their
equation evaluated at the same conditions except LPP = 2.5% 
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Figure 4.41 combines the single-phase core length data in Fig. 4.39 with the two-

phase data shown in Fig. 4.40.  This plot is unique in the sense that, to the best of the 

author’s knowledge, presents all of the relevant core length data available in the open 

literature, spanning five orders of magnitude in momentum flux ratio.  In the range of 1 < 

M < 10, which is relevant for cryogenic liquid rocket engines (SSME preburner and main 

chamber momentum flux ratios are about 3.4 and 1.2, respectively [42], [43]),  two 

distinct regimes in core length exist.  The single-phase coaxial jets are shorter and scale 

differently than the two-phase dark-core lengths of this work.  An interesting aspect of 

these data is that for the momentum flux ratios less than about one, all data points seem to 

converge to single narrow range.  Additionally, in the limit of momentum flux ratio 

approaching zero (i.e. Uo  0), results fall near the upper bound of single round jets (no 

coaxial jet).  More specifically, the data in this limit tends to fall near the upper bound of 

the intact-core length range expected for single round jets as predicted by the Eq. 4.9 

suggested in Chehroudi et al. [86].  This range for the single jet indicated in Fig. 4.41 was 

calculated using the recommended constant by Chehroudi et al. [86] of 7.15 using the 

density ratios (outer to inner jet) that spanned this work (see Table 4.1). 

Where, 

 L is the intact core length,  
 D1 is the inner diameter of the inner-jet, and  

ρ is the density, and  
 C is a constant ranging from 3.3 to 11, with the optimum being 7.15. 

i

o

C
D
L

ρ
ρ

=
1

 
(4.9)
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Figure 4.41: Comparison of the dark-core length, intact core length, or potential-core
length vs. momentum flux ratio for shear-coaxial injectors, both single-phase and two-
phase shear-coaxial jets.  The same symbol definitions and references used here as
Fig. 4.39  and Fig. 4.40 . 
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The dark-core length data from this work for momentum flux ratios less than one 

are plotted in Fig. 4.42 against outer-to-inner jet density ratio, and compared with Eq. 4.9 

using the optimum value of C = 7.15 suggested by Chehroudi et al. [86].  It is clear from 

Fig. 4.42 that in the low-momentum-flux-ratio limit, the controlling nature of the high-

speed outer-jet is diminished and the core length values are similar to those of single 

round jets. 
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Chapter 5 
 

Summary, Conclusion, and Recommendations for Future Work 

5.1 Summary and Conclusions 

A flow study was conducted on a cryogenic shear-coaxial injector at pressures 

spanning from subcritical to supercritical values, both with and without high-amplitude 

external acoustic excitation. This injector design was based on the experience gained 

from a single round jet exposed to similar conditions, see Chehroudi and coworkers [16-

22].  The injector was placed in a chamber, near the minimum of the pressure oscillation 

amplitude of its acoustic mode.  The flow from the inner-jet of the coaxial injector was 

liquid nitrogen (or liquid-like, if at supercritical pressures) and cold gaseous nitrogen 

flowed from the outer annular jet, both injected into a chamber pressurized with nitrogen 

at ambient temperature.  Radial temperature profiles were measured at the exit-plane of 

cryogenic shear-coaxial jets using a traversing mechanism holding a very small 

thermocouple to ensure proper characterization of the boundary conditions.  To the best 

of the author’s knowledge, this is the first reported exit-plane temperature profiles of a 

cryogenic coaxial jet at supercritical chamber pressures.  The coaxial jet was imaged with 

cameras with framing rates up to 18 kHz.  Visualizations of the jet were taken both with 

and without the external transverse acoustic field. The field was initiated by an activation 

of an acoustic driver at a wavelength two orders of magnitude longer than the 
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characteristic dimensions of the injector.  Both qualitative and quantitative information 

were obtained from the images.   

An algorithm for measuring the dark-core length from an image has been 

developed. This method, named an adaptive thresholding technique, accounts for the 

variability of the light source and changes in the refractive index field reflected in 

images.  For this work, the rise of the background light in an image histogram was 

suitably identified by the slope of the intensity histogram increasing above the e -1 value.  

There is no guarantee that images of other flows have the same criteria.  However, the 

information from image histograms provided a consistent and repeatable method for 

identification of the dark-core length of the jet. 

Velocity measurements can be made from high-speed shadowgraph movies.  

Much work must still be done to determine the optimum interrogation source window 

size and image magnifications to improve overall accuracy of velocity measurements.  

The velocity measurement relies on the assumption (or approximation) that the motion of 

shadows of fluid elements in an image from one frame to another represents the motion 

of the fluid elements.  Improvements on this approximation are achieved when the 

velocity gradient along the direction of light source to the camera is zero, or when the 

fluid structure is easily identified as a particle.  A direct comparison to a proven 

velocimetry measurement technique, such as laser Doppler velocimetry (LDV), would 

allow for a better quantification of the technique and prove the validity. 

Based on the results of the experiments summarized above the following 

conclusions are offered: 
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1. Transient start of the acoustic driver results in a limit cycle behavior, which is 

evident from the transient velocity measurements, and from the behavior of the 

jet observed in the high-speed movies.  This presents one of the first transient 

measurements of velocity from shadowgraph images reported in the literature. 

2. The amplitude of the acoustic pressure waves and the resulting transverse velocity 

fluctuations, driven at a resonance frequency of the chamber, decreases as the 

density of the chamber fluid increases.  This is a consequence of operating 

acoustic driver at a constant maximum power. 

3. The wavelength measured from the amplitude of the acoustic pressure 

measurements (in time or spatially) is two orders of magnitude longer than the 

characteristic dimensions of the jet.  Therefore, the wavelength is too long to 

excite coherent structures in the shear layer.  

4. The acoustic driver governs the behavior of the transverse velocity in the chamber 

fluid and the jet, which is evident from the peaks in the power spectra of the 

velocity signals and the movies.  The velocity fluctuations measured in the jet are 

amplified compared to that of the chamber fluid far from the influence of the jet. 

Also, the most energetic peak in the power spectra of the transverse velocity is at 

the acoustic driver frequency. 

5. The motion of the core dominates the behavior of the jet.  The oscillations of the 

core are predominately in the direction of the acoustic velocity.  Some motions of 

the core do occur in other directions, but are not in the same periodic fashion and 

are lower in amplitude.  The transverse velocity fluctuations impart a force to the 

core of the jet near the injector tip causing the core to be displaced in the 
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transverse direction corresponding to the direction of the local momentum at a 

given time.  As a portion of the core is displaced near the injector tip, and 

convected downstream, it continues to travel in the same transverse direction, 

despite a reversal of the acoustic velocity field. 

6. The mean dark-core length, which is the axial distance from the injector tip to the 

first break in the core, shortens upon exposure to the acoustic field.  However, a 

clear difference between the acoustically-excited and unexcited jets can be 

discerned at the highest velocity ratios, high outer-jet temperature, and under 

subcritical chamber pressure. 

7. The dark-core length (for unexcited jet) measured from the averaged image of a 

set is shorter than the mean of the dark-core length measured from the individual 

images of the same set.  When the fluctuations in the dark-core length are very 

small, the two quantities are nearly equal..  However, when the fluctuations of the 

dark-core length are large, differences as high as 20% is seen. This is a 

consequence of the averaging process of the image. 

8. As the chamber pressure is increased at a constant velocity ratio, the dark-core 

length decreases.  Because of the variability of the dark-core length, differences 

in the dark-core length, comparing the near- and supercritical chamber pressures, 

cannot always be distinguished.  However, the dark-core length under subcritical 

chamber pressure at the same velocity ratio (or momentum flux ratio) is longer 

than those measured under near- or supercritical pressures. 

9. The scaling of the dark-core length with the inverse-square-root of the momentum 

flux ratio, which was developed from all water shear-coaxial jets [37]-[42], and 
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later applied to gaseous jets of different densities [43], also applies to 

supercritical shear-coaxial jets.  For this work, the dark-core length at near- and 

supercritical pressures is approximately given by the equation: L/D1 ≈ 12 M -0.5.  

Within the momentum flux ratio range of 0.1 < M < 100, nearly all of the single-

phase shear-coaxial jet core length data  in the open literature can be contained in 

a region defined by  L/D1 ≈ C M -0.5  when the constant C is between 5 and 12. 

10. At subcritical pressures, the scaling of the dark-core length with momentum flux 

ratio, for this work, is given by L/D1 ≈ 25 M -0.2.  Limited core length data for 

two-phase shear-coaxial jets with fully-developed turbulent inner-jet flow exists 

in the open literature in the range of momentum flux ratios between 1 and 10, 

considered relevant for liquid rocket engines. 

11. When comparing all of the available core length data in the open literature, for a 

given velocity ratio, the core length of two-phase (i.e., a liquid inner-jet with a 

gaseous outer-jet and chamber fluid) shear-coaxial jets are longer than those for 

single-phase shear-coaxial jets, and a clear region of demarcation between the 

two types can be drawn. 

12. In the limit of momentum flux ratio approaching zero (for example, when the 

velocity of the outer-jet goes to zero), the dark-core length should approach that 

of a single round jet.  For momentum flux ratios less than unity, where the 

controlling nature of the outer-jet momentum is diminished, the dark-core length 

scales with the inverse square root of the outer-to-inner density ratio, as predicted 

by an equation in Chehroudi et al. [52]. 
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13. The root mean square (RMS) variation of the dark-core length decreases with 

increasing velocity ratio at a given chamber pressure and asymptotically 

approaches a constant level.  The RMS of the dark-core length is greatest at 

subcritical pressures.  To the best of the author’s knowledge, this quantity was 

not previously reported in the literature. 

14. From the past works, it was shown that an episode of so-called “temperature 

ramping”, used for stability rating, could lead the engine to an unstable behavior. 

Also, from other works, it is shown that coaxial injectors with high outer-to-inner 

jet velocity ratios (greater than ~10 for LOX/H2) are more stable. In the current 

work, the observation that the RMS of the dark-core length fluctuations 

decreased at high velocity ratio under both high and low outer-jet temperatures, is 

considered as a potential explanation the injector-induced combustion 

instabilities.  It is possible that decreases in the RMS fluctuation levels could 

weaken a key feedback mechanism for the self-excitation process that is believed 

to drive the combustion instability in rocket engines.  This offers a possible 

improvement in understanding of the combustion instability in LRE.  Ultimately, 

this hypothesis requires further testing in a multi-element, fired rocket  

experimental facility, for validation purposes 
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5.2 Recommendations for Future Work 

The data in the literature come from a variety of different injectors.  A systematic 

variation of all the important dimensions of the injector geometry  should allow for an 

accurate assessment of the impact the injector has on the length of the dark core. This 

ought to be combined with measurements from sufficiently large number of images to 

permit more accurate determination of the variability of the dark-core length.  Some 

relevant dimensions that may produce first-order effects on the behavior of the core  are 

the inner-tube (post) recess and the thickness of the inner-tube lip. 

In addition to varying the injector dimensions, systematic changes of the fluids 

used, particularly with two-phase shear-coaxial jet operation is recommended.  By using 

a single chemical species for both the inner and outer-jets, a clear distinction between 

subcritical and supercritical can be drawn.  However, what may be more relevant to a 

liquid rocket engine is using a pair of fluids, such as liquid nitrogen and either hydrogen 

or helium at elevated pressures.  The resulting system would have closely related 

properties to that of a cryogenic liquid rocket engine.  Recall that a combusting system, 

or any system of multiple chemical species, may not be supercritical everywhere because 

of the highly non-linear behavior of the critical locus dependence on composition.  

Therefore, it is possible that even though the propellants are injected at pressures greater 

than the critical pressure, dark-core length may behave similar to a two-phase jet. This is 

because the region near the core is in fact a two-phase flow.  Momentum flux ratio is an 

important parameter governing core length of a shear-coaxial jet and does a better job at 

collapsing the data from the open literature than the velocity ratio.  However, the 
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bifurcation that exists between the fully-turbulent two-phase shear-coaxial jets and the 

single-phase shear-coaxial jets cannot be described with the inverse square root of the 

momentum flux ratio.  There is an inherent difference between the single-phase and two-

phase shear-coaxial jets.  Perhaps, surface tension is the important quantity explaining the 

difference.  Collapse of the core length data for both single-phase and two-phase jets to a 

single curve is desirable and has been considered  by many researchers, even was claimed 

by a few.  However, preponderance of evidence from this work suggests that a 

satisfactory collapse to a single curve is not yet achieved, and perhaps may not even 

exist.  However, systematic variations of the viscosity, surface tension, and density of the 

inner and outer-jets in a given injector is a step in the right direction. 

The application of high-speed shadowgraphs for measuring velocity proved to be 

a promising technique.  However, more work is required to determine the accuracy of the 

approach.  This could be accomplished by using some proven velocimetry measurement 

technique, such as laser Doppler velocimetry (LDV), which would allow examination of 

this method’s limitations.  

The acoustic field within the inner-chamber is not completely characterized.  The 

injector in this work was placed at a pressure minimum.  A liquid rocket engine 

experiencing a transverse mode combustion instability will undoubtedly have injectors at 

many phase angles with respect to the pressure amplitude.  By fully characterizing the 

inner-chamber pressure field and moving the location of the injector, various effects on 

the jets behavior can be investigated.  Additionally, by acoustically driving multiple 

injectors and analyzing the interaction between the jets, would provide useful information 

towards better understanding of the rocket combustion instability. 
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Finally, a computational model that can use the data reported in this dissertation, 

would provide a wealth of information.  The model capable of satisfactory predication 

could provide the baseline validation on the fluid mechanics portion of a combustion 

instability code. 
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Appendix A 
 

Experimental Procedure and Flow Diagram 

The standard operating procedure and an expanded view of the process flow 

diagram presented in Fig. 3.3 spanning 4 pages here in Figs. A.1 (A) – (D). 
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Figure A.1:  Process Flow Diagram of the AFRL Supercritical Facility.  Regions denoted 
with “A” corresponds to Fig. A.1(A) and so on. 



204 

 

 

Figure A.2(A):  Process Flow Diagram corresponding to region “A” Fig. A.1 
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Figure A.3(B):  Process Flow Diagram corresponding to region “B” Fig. A.1 
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Figure A.4(C):  Process Flow Diagram corresponding to region “C” Fig. A.1 
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Figure A.5(D):  Process Flow Diagram corresponding to region “D” Fig. A.1 
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PERSONNEL 
 

EXPERIMENTAL CELL EC-4 DATE____________________ 
 
AEROPHYICS BRANCH, BLDG 8451 WORK 
AUTHORIZATION#_____________ 
 
 
 
The following personnel are designated as test team members, and are charted to perform their 
assignment as follows: 
 
Test Conductor (TC) – Responsible for the timely performance of the test as written and for 
overall facility and test safety.  This includes coordinating and directing the activities of the Red 
Crew and other test support teams.  TC is responsible for coordinating all pretest activities and 
outside support required, including (but not limited to) security, fire, medical, and safety.  TC is 
responsible for initialing completion on each step of the master test procedure and ensuring all 
test goals are met and all critical data is acquired.  Has authority to perform real-time redlines on 
test procedures as required to ensure test requirements and goals area met.  All safety-related 
redlines will be coordinated and approved by AFRL and/or ERC Safety. 
 
Name______________________________   Signature_________________________________ 
 
 
Red Crew Leader (RCL) – Responsible for directing the activities of Red Crew members.  
Reports directly to the TC and ensures all Red Crew tasks are completed.  Responsible for 
ensuring all RCM’s have all required certifications and training.  Responsible for ensuring all 
required equipment is available, accessible, and serviceable. 
 
Name______________________________   Signature_________________________________ 
 
 
Other Test Team Members – Responsible for performing ancillary duties in support of test, 
support of anomaly resolution, and other necessary activities. 
 
Name______________________________   Signature_________________________________ 
 
Name______________________________   Signature_________________________________ 
 
Name______________________________   Signature_________________________________ 
 
Name______________________________   Signature_________________________________ 
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ALL TEST TEAM MEMBERS – Responsible for the safe performance of the test. Have read and 
understood all portions of the test procedure.  Any Test Team Member can declare an emergency 
or unsafe condition. 
_____1.  ABBREVATIONS AND ACRYONMS 

 
CPR - Cardiopulmonary Resuscitation 
CV - Check Valve 
EC - Experimental Cell 
ER - Engineering Request 
FE - Flow Element 
FLTR - Filter 
FLX - Flexible Line 
GN2 - Gaseous Nitrogen 
HE - Heat Exchanger 
He - Helium 
HR - Hand Regulator 
HV - Hand Valve 
LN2 - Liquid Nitrogen 
N2 - Nitrogen 
PC - Chamber Pressure 
PG - Pressure Gauge 
PI - Principle Investigator 
PM - Program Manager 
PPE - Personal Protective Equipment 
PSV - Pressure Safety Valve 
PT - Pressure Transducer 
QA - Quality Assurance 
RCL - Red Crew Leader 
RD - Rupture Disk 
SCF - Supercritical Facility 
SOCC - Site Operations Control Center 
SOP - Standard Operating Procedure 
TC - Test Conductor 
TOP - Test Operation Procedure 
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_____2.  TEST DESCRIPTION AND OBJECTIVES 

 
_____2.1.   PURPOSE 

 
This procedure performs a stand-alone operation of the 
EXPERIMENTAL CELL, EC-4.  This procedure may be used in 
conjunction with other Test Operation Procedures (TOP) or Work 
Authorizations (WA) as required to support operations or checkouts. 
 

_____2.2.   SCOPE 
 
This procedure will verify proper configuration before operation 
including purges and valve configuration and sequential steps to 
perform the Supercritical Cold Flow (SCF) Operation. Securing the 
SCF post operation and emergency shutdown are also included in the 
procedure. 
 
 

 
_____3.  DOCUMENTATION 

 
The completion of each applicable event shall be verified by marking 
to the left of the item number by the TC.  Deviations from these 
procedures will be coordinated with the Test Engineer, TC, RCL 
 

_____3.1.   APPLICABLE DOCUMENTS 
 
AFRL/PR OI 91-202, Environmental, Safety, and Occupational Health 
(ESOH) Programs, 7 Aug 2000.         
 
Space & Missile Propulsion Division, Chemical Hygiene Plan (CHP), 
Bldg 8451.  
 

_____3.2.   REFERENCE DOCUMENTS:  NONE 
 
 

_____3.3.   SPECIFICATIONS 
 
Nitrogen Purge Gas:  Pressurizing agent, nitrogen, Grade B, Type I, 
Spec. Mil-P-27401. 
 
Water:  Facility domestic water supply 
 

_____3.4.   DRAWINGS 
 
EC4-001, EC-4 Supercritical Facility 
 
 



212 

 

 
_____4.  TEST REQUIREMENTS AND RESTRICTIONS 

 
_____4.1.   TRAINING 

 
The following training is required for personnel using these 
procedures: 
 
CPR & First Aid              High Pressure                  Noise 
Initial HAZCOM              Cryogenics                       
Job Site HAZCOM          Lock-Out/Tag-Out 
 
(Laser training will be required in the future)  
 
 

_____4.2.   MAXIMUM PERSONNEL ALLOWED IN EC-4: 
 
Five (5):  Workers – (3) (RCL and TC),  
  Supervision – (1) (PI, PM, etc.), 
  Casual (Bio, Safety, QA, etc) – (1) 
 
 

_____4.3.   LIST OF EQUIPMENT 
 
Vapor Detection Equipment:  One permanent (fixed) O2 sensor 
mounted in EC-4 and two (2) portable oxygen sensors (one for each 
worker in the cell). 
 
Mechanics tool kit, torque wrench and Caliper. 
 
Ensure all tools associated with this experiment/test/operation are 
accounted for prior to initiating system/item test.  Assure all trash, 
debris, and FOD is picked up from around the test stand. 
 

_____4.4.   METEOROLOGICAL LIMITATIONS/ RESTRICTIONS 
 
A.  No hazardous operations will be started when thunderstorms are 
within 25 nautical miles (28.75 miles) of AFRL unless the operation 
can meet the requirements for stopping the operation for lightning 
within 10 nautical miles.  Operations in progress may be completed if it 
is safe to do so; however supervisors must assess individual 
operations to determine the appropriate action. 
 
B.  All hazardous operations will be stopped when thunderstorms are 
within 10 nautical miles (11.5 miles) of the AFRL.  The operation 
should be secured and personnel evacuated to Bldg 8451 and remain 
indoors. 
 
C.  All outside work must stop when thunderstorms are within 5 
nautical miles (5.75 miles) of the AFRL and all personnel must seek 
safety in Bldg 8451 until the lightning warning is cancelled. 
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_____5.  SAFETY REQUIREMENTS 

 
_____5.1.   TEST HAZARDS: 

 
Nitrogen gas (GN2) is used for pressurization of the chamber and 
production of the supercritical jet in the chamber.    Nitrogen gas can 
cause asphyxiation hazards to personnel working in EC-4.  Oxygen 
deficiency monitors will be used to warn personnel working in EC-4 of 
the hazard. 
 
Liquid nitrogen (LN2) is used for temperature conditioning of the 
supercritical jet in the chamber.  This presents a cryogenic hazard to 
test crew working inside and outside EC-4.  LN2 will also convert to 
GN2. 
 
The Acoustic test can produce hazardous noise levels (>120 dB).  
Personnel are required to wear ear muffs to reduce exposure.   
 

_____5.2.   PERSONNEL PROTECTIVE CLOTHING REQUIREMENTS 
 
Test PPE:  Fire retardant lab coat or coveralls, safety goggles, safety 
shoes, leather gloves, and ear muffs (noise protection as required).   
 
Cryogenic PPE:  Cryogenic gloves, Cryogenic Body Apron, Full-Face 
shield. 
 

_____5.3.   TEST AREA ACCESS DURING OPERATIONS 
 
EC-4  GREEN:  Normal test preparation activities.  There are no 
pressure or chemical hazards in the test cell.  The RCL will limit 
access to the affected operational area of interest.   
 
EC-4  AMBER:  Hazardous chemicals in the test cell.  No pressure or 
flows (static condition).  RCL will monitor the Test Cell entrance, and 
prevent access to the cell.  Personnel will not be allowed access to the 
test area unless cleared by the RCL and TC. 
 
EC-4  RED 
Hazardous test operations including propellant chill downs, purging 
operations.  The TC will maintain access control to the area.  
Personnel will not be allowed access to EC-4 unless cleared by the 
TC. 
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_____6.  EXPLOSIVE LIMITS:  NONE 

 
_____7.  EMERGENCY PROCEDURES 

 

In the event of a major nitrogen leak or other emergency that 
jeopardizes the safety of the operators or other personnel perform 
Section 20 emergency procedures at the end of this document. 
 

_____8.  SPECIAL INSTRUCTIONS 
 
Red Crew Member shall notify Test Engineer of any leaks from the 
system. 
 
Any lines, which require maintenance or re-torquing, should be 
coordinated with Test Engineering to maintain SCF system 
cleanliness.  Work must be authorized in order to break into clean and 
sealed systems. 
 
 
 
 



215 

 

 
_____9.  PRETEST PREPARATIONS  

 
_____9.1.  ALL DON Test PPE listed in step 5.2 

 
_____9.2.  RCL Verify Oxygen Sensor in EC-4 is not at an ALARM condition and is 

reading greater than 20.0% +2.0% / -0.5% oxygen concentration by 
volume. 
 

_____9.3.  RCL Verify portable oxygen sensors are operational and calibrated. 
 

_____9.4.  RCL Turn ON or Verify ON EC-4 Air Handler ventilation system 
 

_____9.5.  ALL UNLOCK EC-4 outside door 
 

_____9.6.  ALL NOTE any potential hazards in and outside EC-4 
 

_____9.7.  ALL Verify GREEN, AMBER, and RED lights are functional and return to 
GREEN 
 

_____9.8.  TC If Acoustic Testing Verify Gain or Turn Gain on Amplifier to the ZERO 
position 
 

_____9.9.  TC If Acoustic Testing, Turn ON Amplifier to allow warm up as per 
ER______________________ 
 

_____9.10. RCL If Acoustic Testing, POST Hearing Protection Required signs on the 
out side of the doors to EC-4, Room 19, foam door and adjacent 
hallway. 
 

_____9.11. TC Turn on Data Acquisition System and System Electronics. 
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_____10.  INITIAL SETUP 

 
_____10.1. RCL CLOSE / Verify CLOSED HV-0001 (EC-3, EC-4 Primary Facility 

Isolation Valve) 
 

_____10.2. RCL CLOSE / Verify CLOSED HV-0003 (EC-4 Secondary Facility Isolation 
Valve) 
 

_____10.3. RCL CLOSE / Verify CLOSED HV-0008 (EC-4 Low Pressure Facility 
Isolation Valve) 
 

_____10.4. RCL CLOSE / Verify CLOSED HV-0009 (EC-3 Secondary Facility Isolation 
Valve) 
 

_____10.5. RCL CLOSE / Verify CLOSED HV-0701 (LN2 Isolation Valve) 
 

_____10.6. RCL CLOSE / Verify CLOSED HV-0408 (Dewar GN2 Isolation Valve) 
 

_____10.7. RCL OPEN / Verify OPEN HV-0610 (Supply Dewar GN2 Vent Valve) 
 

_____10.8. RCL CLOSE / Verify CLOSED HV-0406 (Tank GN2 Pressurization Isolation 
Valve) 
 

_____10.9. RCL CLOSE / Verify CLOSED HV-0409 (Dewar Pressurization Vent 
Isolation Valve) 
 

_____10.10. RCL CLOSE / Verify CLOSED HV-0709 (Dewar LN2 Supply Isolation 
Valve) 
 

_____10.11. RCL CLOSE / Verify CLOSED HV-0704 (Heat Exchanger LN2 Flow Meter 
Isolation Valve) 
 

_____10.12. RCL CLOSE / Verify CLOSED HV-0706 (Heat Exchanger LN2 Flow Meter 
Bypass Valve) 
 

_____10.13. RCL CLOSE / Verify CLOSED HV-0801 (Tank LN2 Isolation Valve) 
                     NOTE:  Valve located outside 
 

_____10.14. RCL CLOSE / Verify CLOSED HV-0803 (Local Dewar Fill Isolation Valve) 
                     NOTE:  Valve located outside 
 

_____10.15. RCL CLOSE / Verify CLOSED HV-0804 (Tank-Dewar Separation Valve) 
                     NOTE:  Valve located outside 
 

_____10.16. RCL CLOSE / Verify CLOSED HV-0415 (Vacuum Jacketed Line Purge 
Valve) 
                     NOTE:  Valve located outside 
 

_____10.17. RCL CLOSE / Verify CLOSED HV-0416 (Tank GN2 Pressurization Valve) 
                     NOTE:  Valve located outside 
 

_____10.18. RCL CLOSE / Verify CLOSED HV-0614 (Dewar Gauge Vent Valve) 
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_____10.19. RCL CLOSE / Verify CLOSED HV-1901 (He System Isolation Valve) 
 

_____10.20. RCL CLOSE / Verify CLOSED HV-0601 (PC Vent PG Isolation Valve) 
 

_____10.21. RCL OPEN / Verify OPEN HV-0608 (Gauge Vent Valve) 
 

_____10.22. RCL CLOSE / Verify CLOSED HV-0007 (Upstream Regulator Pressure 
Valve) 
 

_____10.23. RCL OPEN / Verify OPEN HV-0603 (Chamber Pressure Build Valve) 
 

_____10.24. RCL OPEN / Verify OPEN HV-0604 (Primary Chamber Pressure Vent 
Valve) 
 

_____10.25. RCL CLOSE / Verify CLOSED HV-0605 (Secondary Chamber Pressure 
Vent Valve) 
 

_____10.26. RCL CLOSE / Verify CLOSED HV-0606 (Tertiary Chamber Pressure Vent 
Valve) 
 

_____10.27. RCL CLOSE / Verify CLOSED HV-0708 (Heat Exchanger LN2 Throttle 
Vent Valve) 
 

_____10.28. RCL CLOSE / Verify CLOSED HV-0809 (Coax Heat Exchanger LN2 
Throttle Vent Valve) 
 

_____10.29. RCL OPEN / Verify OPEN  HV-0710 (Primary Co-Flow Valve) 
 

_____10.30. RCL OPEN / Verify OPEN  HV-0711 (Primary Counter Flow Valve) 
 

_____10.31. RCL OPEN / Verify OPEN  HV-0712 (Secondary Counter Flow Valve) 
 

_____10.32. RCL OPEN / Verify OPEN  HV-0713 (Secondary Co-Flow Valve) 
 

_____10.33. RCL CLOSE / Verify CLOSED HV-0806 (Coax LN2 Flow Meter Isolation 
Valve) 
 

_____10.34. RCL CLOSE / Verify CLOSED HV-0808 (Coax LN2 Flow Meter Bypass 
Valve) 
 

_____10.35. RCL CLOSE / Verify CLOSED HV-0101 (Center Jet GN2 Isolation Valve) 
 

_____10.36. RCL CLOSE / Verify CLOSED HV-0106 (Center Jet GN2 Throttle Valve) 
 

_____10.37. RCL CLOSE / Verify CLOSED HV-0201 (Coax Jet GN2 Isolation Valve) 
 

_____10.38. RCL CLOSE / Verify CLOSED HV-0206 (Coax Jet GN2 Throttle Valve) 
 

_____10.39. RCL CLOSE / Verify CLOSED HV-0301 (Chamber Pressurization Isolation 
Valve) 
 

_____10.40. RCL CLOSE / Verify CLOSED HV-0305 (Chamber Pressurization Throttle 
Valve) 
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_____10.41. RCL CLOSE / Verify CLOSED HV-0401 (Dewar and Tank Pressurization 
Isolation Valve) 
 

_____10.42. RCL CLOSE / Verify CLOSED HV-0405 (Dewar LN2 Supply Dewar Tank 
Isolation Valve) 
 

_____10.43. RCL CLOSE / Verify CLOSED HV-0501 (Window Purge Isolation Valve) 
 

_____10.44. RCL Verify and Record Dewar Pressure from PG-0613 (Dewar Pressure 
Gauge) 
                           _______________psig 
 

_____10.45. RCL Verify PG-0504 (Window Purge Pressure Gauge) reads 0 psig 
 

_____10.46. RCL Verify PG-0417 (LN2 Tank Pressure Gauge) reads 0 psig 
 

_____10.47. RCL Verify PG-0607 (Chamber Pressure Gauge) reads 0 psig 
 

_____10.48. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0005 (EC-4 
Facility Pressure Regulator) 
 

_____10.49. RCL Verify PG-0004 (EC-4 System Inlet Pressure Gauge) reads 0 psig 
 

_____10.50. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0103 (Center 
Jet GN2 Pressure Regulator) 
 

_____10.51. RCL Verify PG-0102 (Center Jet GN2 System Inlet Pressure Gauge) reads 
0 psig 
 

_____10.52. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0203 (Coax Jet 
GN2 Pressure Regulator) 
 

_____10.53. RCL Verify PG-0202 (Coax Jet GN2 System Inlet Pressure Gauge) reads 
0 psig 
 

_____10.54. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0303 (Chamber 
Pressurization Regulator) 
 

_____10.55. RCL Verify PG-0302 (Chamber Pressurization System Inlet Pressure 
Gauge) reads 0 psig 
 

_____10.56. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0403 (Dewar 
and Tank GN2 Pressure Regulator) 
 

_____10.57. RCL Verify PG-0402 (Dewar and Tank GN2 System Inlet Pressure Gauge) 
reads 0 psig 
 

_____10.58. RCL DECREASE FULLY / Verify FULLY DECREASED HR-0502 (Window 
Purge Pressure Regulator) 
 

_____10.59. RCL Verify PG-0504 (Window Purge Pressure Gauge) reads 0 psi 
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_____11.  WINDOW PURGE 

 
 

_____11.1. TC Notify SOCC via hotline in EC-1, EC-2 control room that EC-4 is going 
into a RED condition for SCF testing. 
 

_____11.2. ALL Verify all personnel are wearing Test PPE 
 

_____11.3. RCL Change EC-4 light to RED. 
 

_____11.4. TC Record Time __________________ 
 

_____11.5. RCL Verify window purge apparatus is in satisfactory condition 
 

_____11.6. RCL OPEN HV-0008 (EC-4 Low Pressure Facility Isolation Valve) 
 

_____11.7. RCL OPEN HV-0501 (Window Purge Isolation Valve) 
 

  CAUTION: Do NOT Increase HR-0502 so that PG-0504 reads 
greater than 2.0 psig as it will damage PG-0504 
 

_____11.8. RCL INCREASE HR-0502 (Window Purge Pressure Regulator) until PG-
0504(Window Purge Pressure Gauge) reads 1.5 psig +/- 0.5 psig 
 

_____11.9. RCL Permit window purge to continue according to 
ER______________________ 
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_____12.  FACILITY GN2 SETUP 

 
_____12.1. RCL OPEN HV-0001 (EC-3, EC-4 Facility Isolation Valve) 

 
_____12.2. RCL OPEN HV-0003 (EC-4 Facility Isolation Valve 

 
_____12.3. RCL Verify PG-0004 (EC-4 System Inlet Pressure Gauge) reads a pressure 

greater than 2000 psig 
 

_____12.4. RCL OPEN HV-0007 (Upstream Regulator Pressure Valve) 
 

_____12.5. RCL CLOSE HV-0608 (Gauge Vent Valve) 
 

_____12.6. RCL INCREASE HR-0005 (EC-4 Facility Pressure Regulator) until PG-0607 
(Chamber Pressure Gauge) reads 2000 psig +/- 50 psig. 
 

_____12.7. RCL CLOSE HV-0007 (Upstream Regulator Pressure Valve) 
 

_____12.8. RCL OPEN HV-0608 (Gauge Vent Valve) 
 

_____12.9. RCL Verify PG-0607 (Chamber Pressure Gauge) reads 0 psig 
 

_____12.10. RCL CLOSE HV-0608 (Gauge Vent Valve) 
 

_____12.11. RCL OPEN HV-0601 (PC Vent PG Isolation Valve) 
 

_____12.12. RCL Verify PG-0607 (Chamber Pressure Gauge) reads 0 psig 
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_____13.  CHAMBER PURGE 

 
_____13.1. TC Record Time __________________ 

 
_____13.2. RCL OPEN HV-0301 (Chamber Pressurization Isolation Valve) 

 
_____13.3. RCL Verify PG-0302 (Chamber Pressurization System Inlet Pressure 

Gauge) reads 2000 psig +/- 150 psig 
 

_____13.4. RCL INCREASE HR-0303 (Chamber Pressure GN2 Pressure Regulator) 
until PG-0304 (Chamber Pressure Purge Pressure Gauge) reads 400 
psig +0/-100 psig 
 

_____13.5. RCL OPEN HV-0305 (Chamber Pressurization Throttle Valve) as per 
ER___________ 
 

_____13.6. RCL CLOSE HV-0603 (Chamber Pressure Build Valve) 
 

_____13.7. RCL Verify PG-0607 (Chamber Pressure Gauge) indicates that PC is 
increasing to indicate purge is flowing. 
 

_____13.8. RCL OPEN HV-0603 (Chamber Pressure Build Valve) 
 

 
 
 
 
_____14.  CENTER JET PURGE 

 
_____14.1. RCL OPEN HV-0101 (Center Jet GN2 Isolation Valve) 

 
_____14.2. RCL Verify PG-0102 (Center Jet GN2 System Inlet Pressure Gauge) reads 

2000 psig +/- 150 psig 
 

_____14.3. RCL INCREASE HR-0103 (Center Jet GN2 Pressure Regulator) until  
PG-0104 (Center Jet Pressure Gauge) reads 400 psig +0/-100 psig 
 

_____14.4. RCL OPEN HV-0106 (Center Jet GN2 Throttle Valve) as per 
ER___________ 
 

_____14.5. TC Verify FE-0105 (Center Jet GN2 Flow Meter) indicates purge is flowing 
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_____15.  COAXIAL JET PURGE 

 
_____15.1. RCL OPEN HV-0201 (Coax Jet GN2 Isolation Valve) 

 
_____15.2. RCL Verify PG-0202 (Coax Jet GN2 System Inlet Pressure Gauge) reads 

2000 psig +/- 150 psig 
 

_____15.3. RCL INCREASE HR-0203 (Coax Jet GN2 Pressure Regulator) until  
PG-0204 (Coax Jet GN2 Pressure Gauge) reads 400 psig +0/-100 
psig 
 

_____15.4. RCL OPEN HV-0206 (Coax Jet GN2 Throttle Valve) as per 
ER___________ 
 

_____15.5. TC Verify FE-0205 (Coax Jet GN2 Flow Meter) indicates purge is flowing 
 

_____15.6. RCL OPEN HV-0605 (Secondary Chamber Pressure Vent Valve) 
 

_____15.7. RCL CLOSE HV-0604 (Primary Chamber Pressure Vent Valve) 
 

_____15.8. RCL ADJUST HV-0605 (Secondary Chamber Pressure Vent Valve) and  
HV-0606 (Tertiary Chamber Pressure Vent Valve) until PG-0607 
(Chamber Pressure Gauge) reads INITIAL CHAMBER PRESSURE as 
per ER___________ 
 

_____15.9. RCL Wait for required time to elapse from step 13.1 as per 
ER___________ 
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_____16.  SYSTEM CHILL DOWN 

 
_____16.1. TC Verify Red Crew has donned Cryogenic PPE as outlined in Step 5.2 

 
_____16.2. RCL OPEN HV-0801 (Tank LN2 Isolation Valve) 

 
_____16.3. RCL OPEN HV-0804 (Tank-Dewar Separation Valve) 

 
_____16.4. RCL OPEN HV-0409 (Dewar Pressurization Vent Isolation Valve) 

 
_____16.5. RCL CLOSE HV-0610 (Supply Dewar GN2 Vent Valve) 

 
_____16.6. RCL OPEN HV-0701 (LN2 Isolation Valve) 

 
_____16.7. RCL OPEN HV-0408 (Dewar GN2 Isolation Valve) 

 
_____16.8. RCL OPEN HV-0706 (Heat Exchanger LN2 Flow Meter Bypass Valve) 

 
_____16.9. RCL If operating HE-0107 (Cooling Tower) in CO-FLOW as per 

ER__________ 
 

_____16.9.1. RCL                CLOSE HV-0711 (Primary Counter Flow Valve) 
 

_____16.9.2. RCL                CLOSE HV-0712 (Secondary Counter Flow Valve) 
 

_____16.10. RCL If operating HE-0107 (Cooling Tower) in COUNTER-FLOW as per 
ER__________ 
 
 

_____16.10.1. RCL                CLOSE HV-0710 (Primary Co-Flow Valve) 
 

_____16.10.2. RCL                CLOSE HV-0713 (Secondary Co-Flow Valve) 
 

_____16.11. RCL OPEN HV-0808 (Coax LN2 Flow Meter Bypass Valve) 
 

_____16.12. RCL OPEN HV-0401 (Dewar and Tank Pressurization Isolation Valve) 
 

_____16.13. RCL Verify PG-0402 (Dewar and Tank GN2 System Inlet Pressure Gauge) 
reads 2000 psig +/-150 psig 
 

_____16.14. RCL Increase HR-0403 (Dewar and Tank GN2 Pressure Regulator) until 
PG-0404 (Dewar, Tank Pressurization Pressure Gauge) reads as per 
ER___________ 
 

_____16.15. RCL OPEN HV-0405 (Dewar LN2 Supply Dewar Tank Isolation Valve) 
 

_____16.16. TC Record Time _________________ 
 

_____16.17. RCL OPEN HV-0809 (Coax Heat Exchanger LN2 Throttle Vent Valve) as 
per ER___________ 
 

_____16.18. RCL OPEN HV-0708 (Heat Exchanger LN2 Throttle Vent Valve) as per 
ER___________ 
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_____16.19. ALL ADJUST HR-0403 (Dewar and Tank GN2 Pressure Regulator) to 
maintain 22 psig +/- 1 psig on PG-0613 (Dewar Pressure Gauge) 
 

_____16.20. ALL Wait Required time for chill down as per ER___________ 
 

_____16.21. RCL OPEN HV-0704 (Heat Exchanger LN2 Flow Meter Isolation Valve) 
 

_____16.22. RCL CLOSE HV-0706 (Heat Exchanger LN2 Flow Meter Bypass Valve) 
 

_____16.23. RCL OPEN HV-0806 (Coax LN2 Flow Meter Isolation Valve) 
 

_____16.24. RCL CLOSE HV-0808 (Coax LN2 Flow Meter Bypass Valve) 
 

_____16.25. RCL Remove Cryogenic PPE and don Test PPE as listed in Step 5.2 
 
 
 
 
 
 
 
 
 
_____17.  TESTING 

 
_____17.1. RCL If acoustic testing, Place foam door into position 

 
_____17.2. TC Verify all personnel are wearing ear muffs if acoustic testing. 

 
_____17.3. RCL INCREASE HR-0103 (Center Jet GN2 Pressure Regulator) until  

PG-0104 (Center Jet Pressure Gauge) reads 1500 psig +/- 50 psig 
 

_____17.4. RCL INCREASE HR-0203 (Coax Jet GN2 Pressure Regulator) until  
PG-0204 (Coax Jet GN2 Pressure Gauge) reads 1500 psig +/- 50 psig 
 

_____17.5. RCL INCREASE HR-0303 (Chamber Pressurization Regulator) until  
PG-0304 (Chamber Pressurization Pressure Gauge) reads 1500 psig 
+/- 50 psig 
 

_____17.6. TC Direct RCL to operate system as per test needs 
 

_____17.7. RCL OPERATE System as directed by test conductor 
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_____18. RCL SHUT DOWN 

 
_____18.1. RCL OPEN HV-0808 (Coax LN2 Flow Meter Bypass Valve) 

 
_____18.2. RCL CLOSE HV-0806 (Coax LN2 Flow Meter Isolation Valve) 

 
_____18.3. RCL OPEN HV-0706 (Heat Exchanger LN2 Flow Meter Bypass Valve) 

 
_____18.4. RCL CLOSE HV-0704 (Heat Exchanger LN2 Flow Meter Isolation Valve) 

 
_____18.5. RCL CLOSE HV-0001 (EC-3, EC-4 Primary Facility Isolation Valve) 

 
_____18.6. RCL CLOSE HV-0701 (LN2 Isolation Valve) 

 
_____18.7. RCL CLOSE HV-0408 (Dewar GN2 Isolation Valve) 

 
_____18.8. RCL OPEN HV-0610 (Supply Dewar GN2 Vent Valve) 

 
_____18.9. RCL CLOSE HV-0008 (EC-4 Low Pressure Facility Isolation Valve) 

 
_____18.10. RCL CLOSE HV-0801 (Tank LN2 Isolation Valve) 

 
_____18.11. RCL Wait for PG-0004 (EC-4 System Inlet Pressure Gauge) to read 0 psig 

 
_____18.12. RCL CLOSE HV-0003 (EC-4 Secondary Facility Isolation Valve) 

 
_____18.13. RCL Verify PG-0102 (Center Jet GN2 System Inlet Pressure Gauge) reads 

0 psig 
 

_____18.14. RCL CLOSE HV-0101 (Center Jet GN2 Isolation Valve) 
 

_____18.15. RCL CLOSE HV-0106 (Center Jet GN2 Throttle Valve) 
 

_____18.16. RCL Verify PG-0202 (Coax Jet GN2 System Inlet Pressure Gauge) reads 
0 psig 
 

_____18.17. RCL CLOSE HV-0201 (Coax Jet GN2 Isolation Valve) 
 

_____18.18. RCL CLOSE HV-0206 (Coax Jet GN2 Throttle Valve) 
 

_____18.19. RCL Verify PG-0302 (Chamber Pressurization System Inlet Pressure 
Gauge) reads 0 psig 
 

_____18.20. RCL CLOSE HV-0301 (Chamber Pressurization Isolation Valve) 
 

_____18.21. RCL CLOSE HV-0305 (Chamber Pressurization Throttle Valve) 
 

_____18.22. RCL Verify PG-0402 (Dewar and Tank GN2 System Inlet Pressure Gauge) 
read 0 psig 
 

_____18.23. RCL CLOSE HV-0401 (Dewar and Tank Pressurization Isolation Valve) 
 

_____18.24. RCL CLOSE HV-0405 (Dewar LN2 Supply Dewar Tank Isolation Valve) 
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_____18.25. RCL Verify PG-0504 (Window Purge Pressure Gauge) reads 0 psig 

 
_____18.26. RCL CLOSE HV-0501 (Window Purge Isolation Valve) 

 
_____18.27. RCL Fully DECREASE HR-0005 (EC-4 Facility Pressure Regulator) 

 
_____18.28. RCL Fully DECREASE HR-0103 (Center Jet GN2 Pressure Regulator) 

 
_____18.29. RCL Fully DECREASE HR-0203 (Coax Jet GN2 Pressure Regulator) 

 
_____18.30. RCL Fully DECREASE HR-0303 (Chamber Pressurization Regulator) 

 
_____18.31. RCL Fully DECREASE HR-0403 (Dewar and Tank GN2 Pressure 

Regulator) 
 

_____18.32. RCL Fully DECREASE HR-0502 (Window Purge Pressure Regulator) 
 

_____18.33. RCL OPEN HV-0608 (Gauge Vent Valve) 
 

_____18.34. RCL Verify PG-0607 (Chamber Pressure Gauge) reads 0 psig 
 

_____18.35. RCL CLOSE HV-0601 (PC Vent PG Isolation Valve) 
 

_____18.36. RCL OPEN / Verify OPEN  HV-0603 (Chamber Pressure Build Valve) 
 

_____18.37. RCL OPEN HV-0604 (Primary Chamber Pressure Vent Valve) 
 

_____18.38. RCL CLOSE HV-0605 (Secondary Chamber Pressure Vent Valve) 
 

_____18.39. RCL CLOSE HV-0606 (Tertiary Chamber Pressure Vent Valve) 
 

_____18.40. RCL CLOSE HV-0808 (Coax LN2 Flow Meter Bypass Valve) 
 

_____18.41. RCL OPEN / Verify OPEN  HV-0710 (Primary Co-Flow Valve) 
 

_____18.42. RCL OPEN / Verify OPEN  HV-0711 (Primary Counter Flow Valve) 
 

_____18.43. RCL OPEN / Verify OPEN  HV-0712 (Secondary Counter Flow Valve) 
 

_____18.44. RCL OPEN / Verify OPEN  HV-0713 (Secondary Co-Flow Valve) 
 

_____18.45. RCL CLOSE HV-0708 (Heat Exchanger LN2 Throttle Vent Valve) 
 

_____18.46. RCL CLOSE HV-0809 (Coax Heat Exchanger LN2 Throttle Vent Valve) 
 

_____18.47. RCL CLOSE HV-0409 (Dewar Pressurization Vent Isolation Valve) 
 

_____18.48. RCL CLOSE HV-0706 (Heat Exchanger LN2 Flow Meter Bypass Valve) 
 

_____18.49. RCL CLOSE HV-0804 (Tank-Dewar Separation Valve) 
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_____19.  LN2 DEWAR FILL 

 
NOTE:  If filling Dewar without testing go through Initial Setup 
 

_____19.1. TC Verify Red Crew has donned Cryogenic PPE as outlined in Step 5.2 
 

_____19.2. RCL OPEN HV-0408 (Dewar GN2 Isolation Valve) 
 

_____19.3. RCL OPEN HV-0801 (Tank LN2 Isolation Valve) 
 

_____19.4. RCL OPEN HV-0804 (Tank-Dewar Separation Valve) 
 

_____19.5. RCL OPEN HV-0709 (Dewar LN2 Supply Isolation Valve) 
 

_____19.6. RCL OPEN HV-0701 (LN2 Isolation Valve) as per ER___________ 
 

_____19.7. RCL Monitor Dewar Level until full 
 

_____19.8. RCL CLOSE HV-0701 (LN2 Isolation Valve) 
 

_____19.9. RCL CLOSE HV-0801 (Tank LN2 Isolation Valve) 
 

_____19.10. RCL CLOSE HV-0804 (Tank-Dewar Separation Valve) 
 

_____19.11. RCL CLOSE HV-0709 (Dewar LN2 Supply Isolation Valve) 
 

_____19.12. RCL CLOSE HV-0408 (Dewar GN2 Isolation Valve) 
 

_____19.13. TC Notify SOCC via hotline in EC-1, EC-2 control room that EC-4 is going 
from a RED condition to GREEN.  Testing is complete.  
 

_____19.14. RCL Change EC-4 light from RED to GREEN. 



228 

 

 
_____20. RCL EMERGENCY PROCEDURE 

(GN2 or LN2 line leak or burst) 
 
IF OXYGEN DEFICIENCY MONITORS ALARMS: 
 

_____20.1. ALL Exit the facility to a safe zone given in safety brief. 
 

_____20.2. TC Contact SOCC and report the emergency.  Have the SOCC contact the 
Fire Dept. 
 

_____20.3. TC Contact the Facility Manager and isolate the cell or area. 
 
 
IF POSSIBLE AND WHEN SAFE, DO THE FOLLOWING: 
 

_____20.4. RCL CLOSE HV-0001 (EC-3, EC-4 Primary Facility Isolation Valve) 
 

_____20.5. RCL CLOSE HV-0701 (LN2 Isolation Valve) 
 

_____20.6. RCL HV-0801 (Tank LN2 Isolation Valve) 
 

 
 

 



 

 

Appendix B 
 

Tabular Data 

Table B.1 presents the data for the radial temperature and density profiles plotted 

in Fig. 4.3.  The details about the conditions for the individual case numbers correspond 

to the case numbers in Table 4.1. 

Table B.2 contains the dark core length measured from the averaged image, the 

average dark core length of the individual images, and the root mean square deviation of 

the dark core length.  These three quantities are normalized by the inner-tube diameter of 

the injector.  The details about the conditions for the individual case numbers correspond 

to the case numbers in Table 4.1. 
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Table B.1:  Radial temperature and density profiles. 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.46 230.4 22.2 18.00 7.87 242.1 22.5
17.50 6.50 230.4 22.2 17.50 5.91 239.8 22.7
17.30 5.71 225.3 22.7 17.30 5.12 225.3 24.3
17.20 5.31 220.4 23.3 17.20 4.72 209.9 26.3
17.10 4.92 210.2 24.5 17.10 4.33 202.9 27.3
17.00 4.53 199.1 26.1 17.00 3.94 201.9 27.4
16.90 4.13 196.0 26.5 16.90 3.54 201.5 27.5
16.80 3.74 193.9 26.9 16.80 3.15 200.6 27.6
16.70 3.35 190.6 27.4 16.70 2.76 198.2 28.0
16.60 2.95 185.5 28.3 16.60 2.36 192.6 29.0
16.50 2.56 176.3 30.0 16.50 1.97 187.1 30.0
16.40 2.17 167.1 32.0 16.40 1.57 177.2 31.9
16.35 1.97 159.9 33.9 16.30 1.18 110.8 615.7
16.30 1.77 154.0 35.5 16.25 0.98 110.8 616.0
16.25 1.57 110.1 620.5 16.20 0.79 110.4 619.8
16.20 1.38 109.3 627.6 16.15 0.59 110.0 622.8
16.15 1.18 109.1 629.7 16.10 0.39 110.0 623.1
16.10 0.98 109.1 629.7 16.05 0.20 110.0 623.4
16.05 0.79 109.1 629.3 16.00 0.00 110.0 623.3
16.00 0.59 109.1 629.5 15.95 -0.20 110.0 622.8
15.95 0.39 109.1 629.9 15.90 -0.39 110.0 622.8
15.90 0.20 109.0 629.9 15.85 -0.59 110.0 622.6
15.85 0.00 109.1 629.7 15.80 -0.79 110.1 621.9
15.80 -0.20 109.1 629.3 15.75 -0.98 110.2 621.3
15.75 -0.39 109.2 628.5 15.70 -1.18 111.0 614.5
15.70 -0.59 109.2 628.4 15.65 -1.38 127.8 50.5
15.65 -0.79 109.3 627.7
15.60 -0.98 109.4 627.3
15.55 -1.18 109.4 627.3
15.50 -1.38 109.3 627.4
15.45 -1.57 109.9 622.3
15.40 -1.77 125.4 48.2

CASE 1 CASE 2
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 250.6 19.7 18.00 8.86 238.5 21.4
17.50 6.89 248.1 20.0 17.50 6.89 236.9 21.6
17.30 6.10 245.9 20.1 17.30 6.10 234.5 21.8
17.20 5.71 241.1 20.6 17.20 5.71 230.9 22.2
17.10 5.31 226.5 22.0 17.10 5.31 220.6 23.3
17.00 4.92 210.1 23.9 17.00 4.92 206.2 25.1
16.90 4.53 205.1 24.5 16.90 4.53 202.6 25.6
16.80 4.13 204.7 24.6 16.80 4.13 202.2 25.7
16.70 3.74 204.3 24.6 16.70 3.74 202.0 25.7
16.60 3.35 203.6 24.7 16.60 3.35 200.9 25.9
16.50 2.95 197.7 25.6 16.50 2.95 191.1 27.4
16.45 2.76 193.1 26.3 16.45 2.76 181.7 29.0
16.40 2.56 189.0 26.9 16.40 2.56 174.9 30.4
16.35 2.36 185.8 27.5 16.35 2.36 168.4 31.8
16.30 2.17 178.6 28.8 16.30 2.17 143.7 39.1
16.25 1.97 160.5 32.8 16.25 1.97 111.8 61.7
16.20 1.77 112.9 57.6 16.20 1.77 109.6 625.5
16.15 1.57 109.3 627.6 16.15 1.57 108.9 630.9
16.10 1.38 109.0 630.1 16.10 1.38 108.8 631.8
16.05 1.18 108.9 630.6 16.05 1.18 108.7 632.7
16.00 0.98 108.5 633.8 16.00 0.98 108.5 634.3
15.95 0.79 107.9 638.5 15.90 0.59 107.8 640.5
15.90 0.59 107.7 640.3 15.85 0.39 107.5 642.6
15.85 0.39 107.8 639.9 15.80 0.20 107.3 644.2
15.80 0.20 107.7 640.4 15.75 0.00 107.1 645.8
15.75 0.00 107.8 639.7 15.70 -0.20 107.6 641.5
15.70 -0.20 107.8 639.8 15.65 -0.39 108.0 638.6
15.65 -0.39 107.8 639.7 15.60 -0.59 108.1 637.5
15.60 -0.59 108.0 638.2 15.55 -0.79 108.4 635.4
15.55 -0.79 108.8 631.2 15.50 -0.98 108.8 632.1
15.50 -0.98 109.0 629.7 15.45 -1.18 109.0 630.7
15.45 -1.18 109.1 629.4 15.40 -1.38 109.0 630.2
15.40 -1.38 109.2 628.6 15.35 -1.57 109.0 630.0
15.35 -1.57 109.3 627.2 15.30 -1.77 109.1 629.6
15.30 -1.77 111.5 59.5 15.25 -1.97 109.2 628.9
15.25 -1.97 147.7 36.5 15.20 -2.17 109.4 627.4

15.15 -2.36 110.2 619.9
15.10 -2.56 150.2 36.8

CASE 3 CASE 4
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 235.5 52.7 18.00 8.46 230.8 56.2
17.50 6.89 235.1 52.8 17.50 6.50 227.5 57.2
17.30 6.10 233.4 53.2 17.30 5.71 224.4 58.1
17.20 5.71 230.4 54.1 17.20 5.31 210.8 62.9
17.10 5.31 220.6 57.0 17.10 4.92 191.2 71.7
17.00 4.92 204.8 62.6 17.00 4.53 187.3 73.8
16.90 4.53 196.4 66.2 16.90 4.13 189.1 72.8
16.85 4.33 195.3 66.7 16.80 3.74 187.6 73.6
16.80 4.13 194.8 66.9 16.70 3.35 187.8 73.5
16.70 3.74 193.3 67.6 16.60 2.95 183.3 76.1
16.60 3.35 191.5 68.5 16.50 2.56 168.4 87.0
16.50 2.95 188.4 70.1 16.40 2.17 153.2 104.2
16.45 2.76 184.4 72.3 16.30 1.77 138.7 136.6
16.40 2.56 178.1 76.1 16.25 1.57 133.1 164.6
16.35 2.36 172.1 80.3 16.20 1.38 128.7 240.2
16.30 2.17 165.8 85.4 16.15 1.18 127.2 411.3
16.25 1.97 159.0 92.0 16.10 0.98 126.1 454.7
16.20 1.77 151.8 100.9 16.05 0.79 124.8 487.5
16.15 1.57 143.7 115.2 16.00 0.59 123.9 505.1
16.10 1.38 134.8 142.5 15.95 0.39 123.2 517.4
16.05 1.18 128.9 193.5 15.90 0.20 122.5 527.4
16.00 0.98 126.4 426.7 15.85 0.00 122.3 530.0
15.95 0.79 124.6 485.0 15.80 -0.20 122.6 525.6
15.90 0.59 122.8 518.4 15.75 -0.39 123.5 512.6
15.85 0.39 121.4 537.5 15.70 -0.59 124.4 495.7
15.80 0.20 120.9 544.4 15.65 -0.79 126.2 452.4
15.75 0.00 120.8 545.7 15.60 -0.98 126.9 427.3
15.70 -0.20 121.1 542.0 15.55 -1.18 127.5 383.6
15.65 -0.39 121.6 535.8 15.50 -1.38 129.4 214.6
15.60 -0.59 122.1 528.8
15.55 -0.79 123.2 510.7
15.50 -0.98 124.8 479.0
15.45 -1.18 126.5 419.7
15.40 -1.38 131.3 164.1
15.35 -1.57 141.9 119.3

CASE 5 CASE 6
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 240.8 51.5 18.0 8.9 241.8 50.9
17.50 6.89 239.3 51.9 17.5 6.9 240.6 51.2
17.30 6.10 237.8 52.2 17.3 6.1 239.8 51.4
17.20 5.71 235.2 52.9 17.2 5.7 237.4 52.0
17.10 5.31 225.6 55.7 17.1 5.3 228.0 54.6
17.00 4.92 202.6 63.7 17.0 4.9 204.9 62.4
16.90 4.53 195.1 67.0 16.9 4.5 197.2 65.6
16.80 4.13 194.3 67.4 16.8 4.1 196.5 65.9
16.70 3.74 193.8 67.6 16.7 3.7 196.2 66.1
16.60 3.35 192.8 68.1 16.6 3.3 195.4 66.4
16.50 2.95 188.5 70.3 16.5 3.0 191.3 68.4
16.40 2.56 170.8 81.6 16.5 2.8 182.7 73.0
16.30 2.17 155.7 96.2 16.4 2.6 171.7 80.3
16.25 1.97 149.0 105.7 16.4 2.4 161.9 88.6
16.20 1.77 141.4 121.1 16.3 2.2 154.0 97.5
16.15 1.57 134.4 145.2 16.3 2.0 146.1 109.7
16.10 1.38 129.7 183.0 16.2 1.8 138.9 126.8
16.05 1.18 127.3 310.1 16.1 1.6 132.5 154.2
16.00 0.98 126.3 429.6 16.1 1.4 128.7 194.3
15.95 0.79 125.9 449.3 16.0 1.2 126.7 394.1
15.90 0.59 125.3 468.2 16.0 1.0 126.1 437.1
15.85 0.39 124.6 485.5 15.9 0.8 125.8 449.7
15.80 0.20 123.6 504.8 15.9 0.6 125.3 464.1
15.75 0.00 123.2 511.8 15.9 0.4 124.9 477.1
15.70 -0.20 124.0 496.6 15.8 0.2 124.6 483.1
15.65 -0.39 124.9 476.7 15.8 0.0 124.5 484.6
15.60 -0.59 125.3 467.9 15.7 -0.2 124.8 479.5
15.55 -0.79 125.7 456.6 15.6 -0.4 125.0 473.0
15.50 -0.98 126.1 441.4 15.6 -0.6 125.3 464.1
15.45 -1.18 126.3 432.4 15.6 -0.8 125.7 452.4
15.40 -1.38 126.8 397.2 15.5 -1.0 126.0 441.2
15.35 -1.57 127.8 231.5 15.4 -1.2 126.4 421.9
15.30 -1.77 129.8 181.4 15.4 -1.4 127.0 349.2
15.25 -1.97 133.4 150.9 15.4 -1.6 128.3 205.0

15.3 -1.8 130.8 166.9
15.3 -2.0 134.6 142.7

CASE 7 CASE 8
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 243.6 71.3 18.00 8.66 244.3 70.8
17.50 6.89 242.0 71.9 17.50 6.69 243.8 70.9
17.30 6.10 239.3 72.9 17.30 5.91 242.0 71.6
17.20 5.71 237.1 73.8 17.20 5.51 238.3 73.0
17.10 5.31 228.7 77.2 17.10 5.12 223.2 79.3
17.00 4.92 207.5 88.0 17.00 4.72 198.5 93.3
16.90 4.53 192.3 98.4 16.90 4.33 192.8 97.5
16.80 4.13 189.8 100.5 16.80 3.94 191.3 98.7
16.70 3.74 187.9 102.1 16.70 3.54 189.4 100.3
16.60 3.35 186.7 103.2 16.60 3.15 188.0 101.5
16.50 2.95 184.6 105.1 16.50 2.76 182.8 106.3
16.40 2.56 178.8 111.1 16.40 2.36 171.2 119.6
16.35 2.36 173.7 117.0 16.35 2.17 165.7 128.0
16.30 2.17 169.2 123.2 16.30 1.97 160.8 136.8
16.25 1.97 163.5 132.4 16.25 1.77 155.7 148.5
16.20 1.77 158.5 142.5 16.20 1.57 149.2 169.4
16.15 1.57 153.7 155.1 16.15 1.38 142.8 203.5
16.10 1.38 146.5 182.9 16.10 1.18 137.9 259.3
16.05 1.18 140.6 225.3 16.05 0.98 135.0 326.6
16.00 0.98 136.2 296.4 16.00 0.79 133.1 384.3
15.95 0.79 132.8 394.5 15.95 0.59 131.3 430.7
15.90 0.59 130.1 456.2 15.90 0.39 129.3 470.0
15.85 0.39 128.6 482.9 15.85 0.20 128.7 479.4
15.80 0.20 127.9 493.2 15.80 0.00 128.9 476.2
15.75 0.00 127.6 498.5 15.75 -0.20 128.8 479.3
15.70 -0.20 128.5 484.7 15.70 -0.39 129.3 470.7
15.65 -0.39 128.9 477.2 15.65 -0.59 130.5 446.6
15.60 -0.59 129.2 472.7 15.60 -0.79 132.0 414.0
15.55 -0.79 130.2 455.3 15.55 -0.98 132.9 389.3
15.50 -0.98 132.3 407.8 15.50 -1.18 133.8 362.7
15.45 -1.18 135.5 316.8 15.45 -1.38 135.1 322.1
15.40 -1.38 140.5 226.0 15.40 -1.57 137.1 272.9
15.35 -1.57 147.8 176.3 15.35 -1.77 140.6 223.2

CASE 9 CASE 10
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
19.00 12.80 240.1 72.2 18.0 8.5 242.7 71.3
18.50 10.83 239.0 72.6 17.5 6.5 241.3 71.7
17.50 6.89 237.0 73.3 17.3 5.7 241.1 71.8
17.30 6.10 234.7 74.2 17.2 5.3 239.1 72.6
17.20 5.71 232.4 75.2 17.1 4.9 231.2 75.7
17.10 5.31 223.8 78.9 17.0 4.5 206.6 88.0
17.00 4.92 197.4 94.0 16.9 4.1 192.5 97.7
16.90 4.53 186.9 102.3 16.8 3.7 191.4 98.5
16.80 4.13 186.0 103.1 16.7 3.3 191.1 98.8
16.70 3.74 185.5 103.5 16.6 3.0 190.6 99.2
16.60 3.35 184.7 104.2 16.5 2.6 189.7 99.9
16.50 2.95 183.0 105.9 16.4 2.2 182.0 106.9
16.45 2.76 179.5 109.5 16.3 1.8 163.4 131.6
16.40 2.56 172.6 117.6 16.3 1.6 157.8 143.0
16.35 2.36 166.0 127.2 16.2 1.4 151.6 160.3
16.30 2.17 159.9 138.4 16.1 1.2 142.8 203.6
16.25 1.97 155.0 150.1 16.1 1.0 138.8 244.0
16.20 1.77 149.4 168.1 16.0 0.8 137.3 268.4
16.15 1.57 144.0 195.0 16.0 0.6 136.0 298.1
16.10 1.38 140.3 225.4 15.9 0.4 135.2 320.1
16.05 1.18 137.6 263.3 15.9 0.2 132.3 404.4
16.00 0.98 135.7 305.0 15.9 0.0 131.7 419.4
15.95 0.79 134.7 333.5 15.8 -0.2 132.5 400.4
15.90 0.59 134.0 354.3 15.8 -0.4 132.8 390.7
15.85 0.39 133.5 369.8 15.7 -0.6 133.7 366.5
15.80 0.20 133.3 377.2 15.6 -0.8 135.1 321.5
15.75 0.00 133.3 378.0 15.6 -1.0 136.8 279.1
15.70 -0.20 133.4 374.2
15.65 -0.39 133.7 363.3
15.60 -0.59 134.5 340.4
15.55 -0.79 135.8 303.4

CASE 11 CASE 12
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.96 228.4 21.8 18.00 9.25 225.5 22.4
17.50 6.99 223.8 22.3 17.50 7.28 226.8 22.3
17.30 6.20 221.0 22.6 17.30 6.50 222.1 22.8
17.20 5.81 211.6 23.7 17.20 6.10 219.5 23.1
17.10 5.41 182.2 28.1 17.10 5.71 211.1 24.1
17.00 5.02 145.8 37.2 17.00 5.31 184.5 28.1
16.90 4.63 135.0 41.6 16.90 4.92 152.5 35.5
16.80 4.23 133.5 42.2 16.80 4.53 142.4 39.0
16.70 3.84 132.4 42.8 16.70 4.13 140.0 40.0
16.60 3.44 131.2 43.4 16.60 3.74 137.9 40.9
16.50 3.05 128.7 44.8 16.50 3.35 137.3 41.1
16.40 2.66 118.7 51.7 16.40 2.95 137.1 41.2
16.30 2.26 110.0 61.9 16.30 2.56 127.4 46.2
16.25 2.07 109.0 629.9 16.25 2.36 109.8 623.3
16.20 1.87 108.7 632.2 16.20 2.17 109.1 629.5
16.15 1.67 108.7 632.3 16.15 1.97 109.0 629.9
16.10 1.48 108.7 632.0 16.10 1.77 109.0 630.4
16.05 1.28 108.8 631.9 16.05 1.57 108.9 630.6
16.00 1.08 108.8 632.0 16.00 1.38 108.9 630.9
15.95 0.89 108.8 631.4 15.90 0.98 108.9 630.9
15.90 0.69 108.9 631.1 15.80 0.59 108.9 630.8
15.85 0.49 108.9 631.0 15.70 0.20 108.9 630.8
15.80 0.30 108.9 630.5 15.60 -0.20 108.9 631.1
15.75 0.10 108.9 630.8 15.50 -0.59 108.9 630.9
15.70 -0.10 108.9 631.1 15.40 -0.98 109.0 630.5
15.65 -0.30 108.8 631.2 15.30 -1.38 108.9 630.8
15.60 -0.49 108.9 631.1 15.20 -1.77 108.9 630.7
15.55 -0.69 108.9 631.0 15.10 -2.17 108.9 630.7
15.50 -0.89 108.9 631.1 15.05 -2.36 109.0 630.3
15.45 -1.08 108.8 631.3 15.00 -2.56 109.4 627.0
15.40 -1.28 108.8 631.3
15.35 -1.48 108.8 631.5
15.30 -1.67 108.8 631.4
15.25 -1.87 108.8 631.5
15.20 -2.07 108.8 631.2
15.15 -2.26 109.1 629.1
15.05 -2.66 224.3 22.3

CASE 13 CASE 14
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated
Position Temperature Density

(mm) - (K) (kg/m3 )
18.00 8.96 224.0 23.0
17.50 6.99 221.3 23.3
17.20 5.81 216.8 23.8
17.10 5.41 206.5 25.2
17.00 5.02 171.2 31.3
16.90 4.63 135.9 42.6
16.90 4.63 141.3 40.2
16.80 4.23 132.3 44.4
16.80 4.23 149.6 37.2
16.70 3.84 152.3 36.3
16.60 3.44 153.6 35.9
16.50 3.05 152.4 36.3
16.40 2.66 138.7 41.3
16.40 2.66 135.2 42.9
16.35 2.46 118.2 54.4
16.30 2.26 111.0 63.2
16.25 2.07 109.0 630.2
16.15 1.67 109.0 630.2
16.05 1.28 109.0 630.6
16.00 1.08 109.0 630.2
15.90 0.69 109.0 630.4
15.80 0.30 109.0 630.3
15.70 -0.10 109.0 630.5
15.60 -0.49 109.2 628.8
15.50 -0.89 109.3 628.1
15.40 -1.28 109.2 628.4
15.30 -1.67 109.3 628.3
15.20 -2.07 109.3 628.0
15.15 -2.26 109.8 623.2
15.05 -2.66 122.0 51.1

CASE 15
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 234.0 52.8 18.00 8.86 206.6 61.4
17.50 6.89 232.4 53.2 17.50 6.89 205.3 62.0
17.30 6.10 227.9 54.5 17.30 6.10 203.4 62.7
17.20 5.71 223.1 55.9 17.20 5.71 199.5 64.3
17.10 5.31 212.7 59.3 17.10 5.31 185.7 71.0
17.00 4.92 174.6 78.0 17.00 4.92 152.7 98.8
16.90 4.53 141.2 120.0 16.90 4.53 140.2 122.2
16.80 4.13 137.4 131.1 16.80 4.13 138.7 126.4
16.70 3.74 136.2 135.3 16.70 3.74 139.4 124.4
16.60 3.35 136.3 135.2 16.60 3.35 140.8 120.6
16.50 2.95 135.7 137.5 16.50 2.95 140.2 122.2
16.40 2.56 135.0 140.4 16.40 2.56 133.3 148.2
16.30 2.17 131.7 159.0 16.35 2.36 130.2 171.9
16.25 1.97 129.8 177.2 16.30 2.17 128.4 199.7
16.20 1.77 128.5 198.0 16.25 1.97 127.7 222.2
16.15 1.57 127.4 243.8 16.20 1.77 126.8 380.4
16.10 1.38 126.4 422.0 16.15 1.57 126.0 437.1
16.05 1.18 125.7 451.6 16.10 1.38 125.5 458.0
16.00 0.98 124.9 474.9 16.05 1.18 124.7 478.8
15.95 0.79 123.9 498.0 16.00 0.98 123.7 501.4
15.90 0.59 122.5 521.6 15.95 0.79 122.7 518.2
15.85 0.39 121.5 536.7 15.90 0.59 121.8 531.4
15.80 0.20 121.4 537.6 15.85 0.39 121.2 540.6
15.75 0.00 121.7 533.1 15.80 0.20 120.6 548.2
15.70 -0.20 121.7 533.1 15.75 0.00 120.4 549.9
15.65 -0.39 121.5 536.6 15.70 -0.20 120.7 546.9
15.60 -0.59 121.1 542.1 15.65 -0.39 121.1 541.5
15.55 -0.79 121.1 540.9 15.60 -0.59 121.7 533.2
15.50 -0.98 122.2 526.2 15.55 -0.79 122.4 523.7
15.45 -1.18 123.8 500.2 15.50 -0.98 123.2 511.0
15.40 -1.38 125.1 470.7 15.45 -1.18 123.9 497.9
15.35 -1.57 126.7 400.0 15.40 -1.38 124.7 480.9
15.30 -1.77 129.1 186.4 15.35 -1.57 125.3 464.2
15.25 -1.97 132.1 156.2 15.30 -1.77 125.9 443.4

15.25 -1.97 126.4 418.7
15.15 -2.36 127.8 215.0

CASE 16 CASE 17
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 208.6 60.5 18.0 9.1 211.7 59.7
17.50 6.89 207.4 60.9 17.5 7.1 209.9 60.4
17.30 6.10 203.6 62.4 17.2 5.9 207.7 61.2
17.10 5.31 196.4 65.5 17.1 5.5 204.2 62.5
17.00 4.92 158.2 91.6 17.0 5.1 184.5 71.9
16.90 4.53 136.2 134.0 16.9 4.7 139.8 123.7
16.70 3.74 133.3 147.0 16.8 4.3 133.9 145.6
16.50 2.95 134.0 143.3 16.7 3.9 133.9 145.5
16.30 2.17 127.2 254.1 16.5 3.1 133.2 149.3
16.20 1.77 126.3 418.4 16.3 2.4 129.0 188.6
16.10 1.38 125.0 471.1 16.2 2.0 126.2 430.9
16.00 0.98 123.0 512.6 16.1 1.6 125.2 467.5
15.95 0.79 122.5 521.3 16.0 1.2 124.8 478.2
15.90 0.59 121.7 532.5 15.9 1.0 125.0 471.7
15.85 0.39 119.8 556.5 15.9 0.8 124.4 486.6
15.80 0.20 119.8 556.9 15.9 0.6 124.6 482.8
15.75 0.00 119.5 560.4 15.8 0.4 125.5 457.6
15.70 -0.20 120.0 554.3 15.8 0.2 125.7 453.4
15.65 -0.39 120.2 552.5 15.7 0.0 125.9 444.0
15.60 -0.59 121.0 542.0 15.6 -0.2 125.5 457.4
15.50 -0.98 122.3 523.9 15.6 -0.4 125.5 459.9
15.40 -1.38 124.1 493.2 15.5 -0.8 125.7 452.0

15.4 -1.2 125.8 448.0
15.3 -1.6 126.2 429.5

CASE 18 CASE 19
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Table B.1:  Radial temperature and density profiles. (continued) 

Micrometer r/R1 Average Calculated Micrometer r/R1 Average Calculated
Position Temperature Density Position Temperature Density

(mm) - (K) (kg/m3 ) (mm) - (K) (kg/m3 )
18.00 8.86 214.5 83.6 18.00 9.25 225.2 77.2
17.50 6.89 213.0 84.5 17.50 7.28 222.9 78.3
17.30 6.10 208.5 87.0 17.10 5.71 219.9 79.7
17.20 5.71 203.1 90.3 17.00 5.31 215.2 82.0
17.10 5.31 189.8 100.0 16.90 4.92 187.8 100.1
17.00 4.92 148.5 172.3 16.80 4.53 144.4 187.8
16.90 4.53 135.9 302.5 16.70 4.13 140.2 220.2
16.80 4.13 135.2 319.3 16.60 3.74 142.4 201.0
16.70 3.74 135.2 320.5 16.40 2.95 139.4 229.4
16.60 3.35 135.2 321.3 16.20 2.17 136.8 269.3
16.50 2.95 135.1 324.7 16.10 1.77 134.5 328.6
16.40 2.56 134.9 330.7 16.00 1.38 132.6 388.8
16.30 2.17 134.2 350.1 15.95 1.18 130.9 433.7
16.20 1.77 132.9 388.6 15.90 0.98 129.4 464.6
16.15 1.57 132.0 412.5 15.85 0.79 128.3 482.7
16.10 1.38 130.8 440.5 15.80 0.59 127.6 494.3
16.05 1.18 129.0 475.1 15.75 0.39 126.8 506.3
16.00 0.98 127.5 498.2 15.70 0.20 126.8 506.2
15.95 0.79 125.4 525.9 15.65 0.00 126.2 514.5
15.90 0.59 122.6 556.5 15.60 -0.20 126.5 510.3
15.85 0.39 120.8 573.9 15.55 -0.39 126.8 506.4
15.80 0.20 119.7 583.3 15.50 -0.59 127.4 497.4
15.75 0.00 119.5 585.0 15.45 -0.79 128.5 479.5
15.70 -0.20 119.9 581.9 15.40 -0.98 129.2 467.6
15.65 -0.39 120.1 580.1 15.35 -1.18 130.3 447.5
15.60 -0.59 120.7 574.7 15.30 -1.38 131.6 417.5
15.55 -0.79 121.1 570.7
15.50 -0.98 123.1 551.5
15.45 -1.18 127.9 492.5
15.40 -1.38 130.0 457.6

CASE 20 CASE 21

 

 



 

 

241

Table B.2:  Dark Core Length Data. 
CASE #

Averaged Average of RMS/D1 Averaged Average of RMS/D1 Averaged Average of RMS/D1
Image Instaneanous Image Instaneanous Image Instaneanous
L/D1 L/D1 L/D1 L/D1 L/D1 L/D1

1 28.0 34.1 6.9 18.8 31.8 7.9 20.5 30.7 6.9
2 20.9 23.1 4.9 15.1 16.5 - 15.2 19.3 3.2
3 17.4 19.4 1.9 6.7 10.4 2.4 10.9 12.7 1.8
4 15.1 15.9 1.4 7.2 9.5 2.3 11.2 12.6 1.9
5 17.9 19.0 1.8 14.6 16.3 2.1 18.4 19.2 1.5
6 10.4 10.7 2.0 5.5 6.4 1.0 6.3 6.5 1.3
7 5.6 5.8 0.7 4.2 4.5 0.5 3.4 4.0 0.9
8 4.5 4.7 0.5 3.4 3.6 0.5 3.8 4.1 0.5
9 14.6 15.6 2.3 12.2 13.4 1.4 15.0 16.0 2.1

10 7.0 7.7 0.8 5.4 6.0 0.6 5.5 5.9 0.9
11 3.7 4.0 0.4 2.8 3.2 0.7 3.2 3.4 0.5
12 3.0 3.1 0.3 3.0 3.0 0.4 3.0 2.9 0.4
13 20.7 25.7 4.5 18.8 24.2 4.0 16.5 20.7 2.6
14 17.1 18.4 2.1 11.9 15.0 2.0 8.9 9.1 1.5
15 17.9 18.4 1.6 14.9 15.9 1.9 9.7 11.2 1.5
16 21.6 25.0 2.9 17.9 19.9 2.5 17.1 17.4 1.9
17 7.5 8.0 1.0 5.8 6.9 1.3 4.9 5.7 0.9
18 3.6 3.2 0.5 2.8 2.6 0.3 3.4 3.2 0.5
19 3.7 2.9 0.5 4.2 2.7 0.4 3.2 2.5 0.5
20 6.9 9.8 3.6 7.7 12.3 4.0 27.3 29.0 2.8

Acoustic OFF Acoustics ON First Mode Acoustics ON Second Mode
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